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Abstract—Charging electric vehicles (EVs) at home is attractive to EV users. However, when the penetration level of EVs becomes

high, a distribution grid suffers from problems such as under-voltage and transformer overloading. EV users also experience a fairness

problem, i.e., the limited capacity is unfairly shared among EVs. To solve these problems, a physical fair-queueing framework is

established for EV charging. In this framework, a distribution sub-grid is first mapped to a multi-server queueing system, and then a

fluid-model based queueing scheme called physical multi-server generalized processor sharing (pMGPS) is designed. pMGPS

ensures perfect fairness but cannot be used practically due to its nature of fluid model. To this end, a packetized scheme called

physical start-time fair queueing (pSTFQ) is developed to schedule tasks of EV charging. The fairness performance of the pSTFQ

scheduling scheme is characterized by the ratio of energy difference between pSTFQ and pMGPS. This critical performance metric is

studied through theoretical analysis and is also evaluated via simulations. Performance results show that the pSTFQ scheduling

scheme achieves an energy difference ratio of less than 4 percent in various scenarios without causing under-voltage and transformer

overloading problems.

Index Terms—Electric vehicle charging, distribution grid, multi-server fair queueing

Ç

1 INTRODUCTION

ELECTRIC vehicles (EVs) have been considered as an alter-
native to conventional vehicles. As predicted in [1], by

2050 the penetration level of EVs will reach 62 percent in
the US. Compared to the supercharging and battery swap
services at public charging stations, charging EVs at home
is also very attractive. EV users can have their EVs charged
immediately after they arrive home. However, unlike public
charging stations that are deliberately designed for EV
charging, charging stations at homes are distributed and
pose threats to the existing distribution grid.

Generally, EVs consume much larger power than home
appliances like air conditioners and heaters. For an individ-
ual user, charging an EV at home can be easily achieved by
installing an outlet with high power rating. However, from
the perspective of an entire distribution grid, if a large num-
ber of EVs are to be charged simultaneously, the peak load
is expected to increase abruptly. Since the capacity of exist-
ing transformers is planned without considering the addi-
tional peak load from such EVs [2], these transformers can
easily experience an overloading problem. EV charging also
increases the current flowing through transmission feeders,
which results in severe voltage drop along these feeders,

especially in rural areas with long transmission feeders [3].
Voltage below the operation range leads to an under-voltage
problem, which can damage home appliances. In this paper,
we call both problems the physical problems of power grid.

Reinforcing the existing distribution grid by upgrading
the transformers and feeders can solve the above problems,
but it is costly. Thus, a preferable and practical approach is
to shift EV charging in peak-load time to non-peak-load
time. Following this approach, so far both offline and online
schemes have been proposed. Offline schemes [4], [5], [6]
usually formulate the load-shifting task as an optimization
problem, subject to the constraints of EV energy require-
ments and grid safety. The energy requirement of an EV is
said to be satisfied if its required energy can be charged
before deadline. Based on a solution to the optimization
problem, the on/off time of each EV can be determined. Off-
line methods share several common issues. First, the load
profiles of homes need to be forecast, but it may be much
different from the real value. Charging decisions based on
erroneous forecast profiles can still cause transformer over-
loading or under-voltage problems. Second, offline schemes
assume the grid capacity is sufficient to charge all EVs by
deadlines. Third, each EV has to follow a pre-specified
deadline strictly, which is not practical for EV users. For
example, an EV arriving at 6 pm sets a deadline of 12 pm,
its charging period may be scheduled between 10 to 12 pm.
In case it departs at 10 pm, it awaits 4 hours for nothing.

So far online schemes [7], [8] have been developed to
avoid forecast errors by using updated status data of power
grid. However, in the case of arbitrary early departure of
EVs or occurrence of the physical problems, these schemes
cannot ensure EVs to be charged in a fair way. Thus, a fairness
problem arises. The schemes in [9], [10] consider the physical
problems, but the fairness problem is still not addressed.
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Moreover, all the above online schemes are developed under
the assumption that the grid capacity is sufficient for EV
charging, which may not be true when the penetration level
of EVs is high. The scheme of deadline scheduling with com-
mitment [11] circumvents this issue by declining additional
charging requests once the grid capacity has been reached.
This approach is reasonable for public charging stations.
However, for EV charging at home, declining a charging
request from any EV user simply results in the fairness
problem.

Proportional fairness among EVs is considered in [12],
[13], so the fairness problem due to early departures of EVs
does not exist. However, these schemes require the distribu-
tion grid capacity to be known, which is difficult to obtain,
especially when the capacity is constrained by the voltage
drop as mentioned in [13], [14]. Another drawback of the
proportional sharing schemes is that an EVmay be allocated
with a charging rate below the power rating, but the com-
mercial EVs must be charged at specific rate levels accord-
ing to the state of charge (SOC) in batteries [15].

In this paper, a new scheduling scheme is developed for
EV charging and eliminates all the above issues in both off-
line and online schemes. More specifically, under the physi-
cal constraints of the distribution grid, i.e., voltage range
and transformer capacity, fair EV charging is achieved
through scheduling on/off states of EV batteries. Moreover,
the scheme does not rely on any knowledge about the topol-
ogy1 of the distribution grid.

To fulfill the above task, we leverage fair queueing theo-
ries [16], [17], [18] in information systems to develop an
innovative multi-server fair queueing scheme for physical
systems like EV charging in a distribution grid. In this
scheme a sub-grid in the distribution grid is first mapped
onto a queueing system that virtually represents the physi-
cal system (i.e., the sub-grid). Considering this physical
queueing system, a service discipline called physical multi-
server generalized processor sharing (pMGPS) is then pro-
posed to ensure perfect fairness. pMGPS follows a fluid-
flow model as it assumes continuous charging rates in EVs,
so it cannot schedule EV charging practically. To support
on/off EV charging at a specific level of charging rate, a
packetized scheme called physical start-time fair queueing
(pSTFQ) is designed by taking pMGPS as a reference. The
performance gap between pSTFQ and pMGPS is captured
by the ratio of energy difference between these two queue-
ing systems. Theoretical analysis is conducted in this paper
to derive the upper bound of energy difference ratio. Simu-
lations further confirm that the energy different ratio is
within 4 percent under various scenarios. Moreover, simu-
lation results demonstrate that our scheduling scheme
achieves fair EV charging without causing any physical
problems like transformer overloading or under-voltage.

The rest of the paper is organized as follows. In Section 2.1,
the system architecture of EV charging in a distribution grid
is presented. In Section 3, the physical multi-server queueing
system is introduced for EV charging and pMGPS is devel-
oped for such a system. The packetized scheme pSTFQ is
designed in Section 4. The fairness performance is analyzed

in Section 5, and simulation results are presented in Section 6.
The paper is concluded in Section 7.

2 OVERALL SYSTEM DESIGN

2.1 System Architecture

The typical architecture of a distribution grid is illustrated
in Fig. 1, which consists of medium voltage (MV) and low
voltage (LV) networks. In MV networks, voltage on primary
feeders is regulated by the on-load tap changer at the sub-
station and the switched capacitors and voltage regulators
connected to primary feeders. In LV networks, switched
capacitors on the secondary side of distribution transform-
ers regulate the voltage on secondary feeders. When a num-
ber of EVs are attached to the distribution grid from
different homes, their charging schedules need to be prop-
erly coordinated among these EVs; otherwise, the distribu-
tion transformers may be overloaded or the secondary
feeders may suffer from an under-voltage problem.

As shown in Fig. 1, a distribution grid consists of multi-
ple sub-grids, each of which includes a distribution trans-
former, several secondary feeders, and various loads.
Thanks to the hierarchical architecture of a distribution
grid, the sub-grids work independently. Thus, this paper is
focused on a sub-grid.

A detailed look into a sub-grid is shown in Fig. 2. Each user
is assumed to have a smart meter that has two capabilities: 1)
measurement of voltage and power; 2) communications.
Each EV is connected to the sub-grid via a smart charger.
Besides its capability of turning on or off battery charging, a
smart charger also needs tomeasure power flow of EV charg-
ing. A smart charger communicates with its associated smart
meter via a wired link. It should be noted that on/off opera-
tions of battery charging do not involve the charge/discharge
cycles that lead to memory effect [19], so the battery lifetime
will not be impacted by our scheduling scheme. To coordi-
nate battery charging among different EVs, a central control-
ler located beside the distribution transformer schedules EV
charging for the entire sub-grid, and a communication net-
work is needed to connect all smart meters and the central
controller. Via this communication network, the central con-
troller collects status information from smart meters (as well
as smart chargers) and dispatches the scheduling results to
smart meters. The communication network can be wired or
wireless; proper design of a specific network is out of the
scope of this paper. This paper is focused on the design of a
scheduling scheme for EV charging based on fair queueing.
This scheme runs in the central controller.

Fig. 1. A distribution grid with EVs.

1. In this paper, the topology of a power grid includes both connec-
tions and parameters such as resistance, capacitance, and inductance.
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2.2 Coordination of Battery Charging Among EVs

The on/off control of EV charging is conducted periodi-
cally. Before each period starts, the central controller relies
on a scheduling scheme to determine the on or off state for
each EV. The scheduling scheme needs to ensure fairness
among EVs and avoid physical problems such as trans-
former overloading and under-voltage, subject to the con-
straint of the limited capacity of the sub-grid. As shown in
Fig. 3, periodic control of EV charging based on the schedul-
ing scheme can constantly push the voltage back to the nor-
mal range, while under-voltage can easily occur without
such control.

No matter how small the charging period is, load
changes can happen during this period. Unless the period is
sufficiently small, the accumulated load change may cause
under-voltage or transformer overloading. However, if the
charging period is too small, an EV battery is switched on/
off too frequently, which leads to harmonics in grid. Thus,
given a periodic control scheme, some measures must be
taken to address the above issues, as explained below.

With periodic control, the on/off states of EVs are con-
trolled at the beginning of each charging period denoted as
T . Unless under-voltage happens in themiddle of a charging
period, no other actions on EVs are made during a charging
period. Once under-voltage occurs, immediate actions
should be taken, i.e., switches of EVs are selected randomly
and turned off until the voltage is back to normal. This sce-
nario is illustrated in the under-voltage case (right before 5T )
in the solid line. Thanks to periodic control, under-voltage is
a rare event in scheduled EV charging. Moreover, by short-
ening the charging period, we can reduce the probability of
under-voltage to a satisfactory level.

Let Vi be the voltage of user i and U be the set of all users.
The voltage of users should satisfy the voltage constraint

Vmin þ DV � Vi � Vmax � DV; 8i 2 U; (1)

where Vmin and Vmax are the lower and upper bounds of the
voltage range, and DV is the safety margin. The safety mar-
gin is critical for the sub-grid to be resilient to load changes.

The situation of transformer overloading is much sim-
pler. Let S0 be the power flow through the distribution
transformer, the power flow constraint needs to be satisfied

S0j j � Smax
0 ; (2)

where Smax
0 is the maximum allowable power flow through

the transformer. Whenever this constraint is violated, the
overloading issue can be handled by a new scheduling
result for the next charging period, and no safety margin is
reserved for the power flow S0. The reason is two-fold: 1) A

distribution transformer can tolerate a load that is three
times of its nameplate rating for less than half an hour in
sacrifice of lifetime [2]; 2) The accumulated load changes
during a charging period are much smaller than the name-
plate ratings of a transformer and thus have merely no
effects on the lifetime of the transformer.

3 PHYSICAL QUEUEING SYSTEM AND ITS
GENERALIZED PROCESSOR SHARING (GPS)

Under the periodic control, an EV may be turned on in one
charging period and off in the next charging period, which
implies the required energy of EVs can be charged in non-
consecutive charging periods. If we consider the energy that
an EV is charged during a charging period as a packet, the
EV as a queue, and the charger of the EV as a server, then
the charging process of a single EV is just a single-server
queueing system where the service rate of the server equals
the charging power of the EV. However, considering all
EVs being charged in the sub-grid, the charging process is
actually a multi-server queueing system where the service
rates of servers are coupled through the physical constraints
of the sub-grid. More specifically, the total service rate of
servers (i.e., the total charging power) cannot lead to an
overloading or under-voltage problem.

In fair queueing of data networks, servers need to deter-
mine the queues to be serviced next such that each queue
gets a fair share of resources. Scheduling of EV charging in a
sub-grid follows a similar process, i.e., the central controller
determines proper EVs to be charged next such that EVs can
get a fair share of power resources. Thus, we can leverage the
design principle of fair queueing in information systems for
a physical system like EV charging in a sub-grid. However,
there exist significant differences between these two systems.
In order to utilize fair queueing theories, the first step is to
map a sub-grid into a physical queueing system.

3.1 Physical Multi-Server Queueing System

Since multiple EVs can be charged on the same sub-grid
simultaneously, the physical queueing system is actually a
multi-server queueing system. We call such a queueing sys-
tem a physical multi-server queueing system. A model is
shown in Fig. 4a, and the detailed mapping is explained
below.

3.1.1 Energy Packet of EVs

The energy charged in a period for an EV is viewed as an
energy packet. When a packet of an EV is serviced by a
server, it means physically the EV is being charged by a
charging station. Since the power rating of an EV depends on
the SOC of battery that varies with charging, we simply
denote the power rating of EV i at time t as P̂iðtÞ. For any EV

Fig. 2. The major components in a sub-grid.

Fig. 3. Voltage variations: Periodic control versus no control on EV
charging.
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i, since a charging period is short, the energy EV i is charged
during a charging period is much smaller compared to its
battery capacity. Thus, the SOC of batteries within a charging
period is nearly the same. The length of a packet of EV
i during any charging period ½t1; t1 þ T � is equal toR t1þT

t1
P̂iðtÞdt ¼ P̂iðt1ÞT , where T is the length of a charging

period. The P̂iðtÞ at the current time can be measured, but its
future rating cannot be predicted due to unknown charging
profile and the battery SOC. Thus, the length of a packet is
unknown until the packet starts to be serviced.

3.1.2 Weights of Queues

When EV i arrives, all packets are backlogged in queue i. The
weight of queue i (denoted by wi) is equal to the weight of
EV i, which is selected by its user before charging starts. The
weight represents a user’s need of charging power; a user
who wants faster charging selects a higher weight, as will be
shown in Section 3.3. However, to ensure proper selection of
weights by different users, a user needs to pay a higher fee
for faster charging. It is up to the service provider to deter-
mine the relationship between weight and fee and also the
specificweights that are available for users to choose.

3.2 Physical versus Information Multi-Server
Queueing Systems

In a physical multi-server queueing system, each queue is
assigned to a specific server, implying that each queue has
set its preference on a server. The service rates of servers are
coupled via the sub-grid. In the literature of fair queueing,
many queueing systems have been proposed, but most of
them have no queue preferences. The first queueing system
with queue preferences is proposed in [20] for information
systems, which is shown in Fig. 4b. It is compared with the
physical multi-server queueing system as follows.

3.2.1 Energy Packets versus Information Packets

Unlike information packets, energy packets of an EV differ
in three aspects: 1) All energy packets of an EV arrive when
the EV arrives, but information packets arrive randomly; 2)
The length of an energy packet remains unknown until ser-
vice starts in this packet, but the length of an information
packet is known when it arrives; 3) The service of an energy
packet can be interrupted and is thus preemptive, while
that of an information packet is non-preemptive.

3.2.2 Coupled versus Independent Server Rates

In an information system, the service rates of different serv-
ers are independent. However, the service rates in a physical

queueing system are coupled. For example, in Fig. 4a the ser-
vice rates have to be considered jointly subject to the physical
constraints (i.e., (1) and (2)) of voltage and power flow in the
sub-grid. In contrast, in an information multi-server queue-
ing system (like miDRR [21]), the service rates of different
servers are independent. Thus, the sum rate of servers is not
constrained. Due to this feature, when applying miDRR to
EV charging, the capacity of a server is only determined by
the charging power of its EV. As a result, the total charging
power of all servers (i.e., the entire sub-grid) may exceed the
allowed capacity of the distribution transformer or cause
under voltage in the sub-grid. In other words, miDRR will
result in the physical problems in the sub-grid. Moreover, in
an information multi-server queueing system, queues are
coupled when they connect to the same server. miDRR
ensures fairness among queues by considering the specific
connections between queues and servers. However, queues
in an EV charging system are coupled through the depen-
dency among servers (i.e., the total capacity is constrained).
Since miDRR does not consider such a scenario, it is not
effective to ensure fairness among EVs.

3.3 Physical Multi-Server GPS

In an information system, generalized processor sharing is
defined to be a discipline that achieves ideal fairness among
queues. There are two types of GPSes in the literature,
including single-server and multi-server GPSes. The defini-
tion of single-server GPS is first formally given in [17], but it
is only applicable to queueing systems without queue pref-
erences. In [20], single-server GPS is generalized to multi-
server GPS for queueing systems with queue preferences.
Due to these preferences, the output rates of queues are cou-
pled. In the physical multi-server queueing system, the out-
put rates of queues are also coupled as explained before. To
achieve ideal fairness among EVs, a physical multi-server
GPS is designed as follows.

Under multi-server GPS, it is assumed that an EV can be
allocated with a rate between zero and its power rating
P̂iðtÞ. Denote the charging rate of EV i at time t as PiðtÞ,
where 0 � PiðtÞ � P̂iðtÞ. If the sub-grid topology and the
real-time loads of users are known, we can get voltages and
power flows in the sub-grid under different charging rates
of EVs using power flow analysis, and then the fair charging
rates for EVs at time t can be obtained. Since the charging
rate of EV i is allocated according to its weight wi, the allo-
cated power of this EV is PiðtÞ ¼ wix, where x is a positive
real number determined by rate allocation. An iterative rate
allocation procedure is executed as follows. Initially, let Dx,
a very small number, be the step size of x. In each step, we
increase x by Dx, run the power flow analysis, and then
check two conditions: 1) The allocated rate for an EV
exceeds its power rating, i.e., there exists some EV i with
PiðtÞ > P̂iðtÞ; 2) One of the physical constraints is violated.
If condition 1) is met, there must be an EV j that is allocated
a rate larger than its maximum power. In this case, we fix
the charging rate of EV j to be wjx. Since EV j is already
charged with its power rating, we exclude EV j and con-
tinue the subsequent power allocation by increasing x and
checking the two conditions in each step repetitively. Rate
allocation terminates when all EVs are allocated rates larger
than or equal to their power ratings or when condition 2) is

Fig. 4. Physical versus information multi-server queueing system.
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reached. At this moment, for any EV i if wix < P̂iðtÞ, then
PiðtÞ ¼ wix; otherwise, PiðtÞ ¼ P̂iðtÞ.

During rate allocation, the sub-grid capacity is shared
among all EVs according to their weights. Since the above
rate allocation procedure follows the definition of weighted
max-min fairness, it actually achieves weighted max-min
fairness. Although pMGPS can achieve ideal fairness among
EVs, it cannot be used directly for two reasons: 1) It allocates
continuous charging rates to EVs, but EVs can only be
charged at their power ratings; 2) It assumes the sub-grid
topology is known.

In fact, it is understandable that pMGPS cannot be used
directly, as bit-by-bit GPS in an information system cannot
be used directly either. In an information system, many
packetized schemes (e.g., PGPS [17] and MSFQ [18]) have
been designed to approximate GPS in both single-server
and multi-server queueing systems. These schemes share
the same key idea, i.e., serving packets in the same order as
they depart from the GPS system. This key idea of using the
GPS system as a reference is easy to realize in an informa-
tion system, because the same server in the packetized and
the GPS systems provides the same service rate (i.e., inde-
pendent of queues). However, for a sub-grid, charging an
EV at different locations has different impacts on user volt-
age and the power flow through the transformer, so a spe-
cific rate allocation is coupled with the grid capacity. For
example, the sub-grid can support more EVs at the trans-
former’s side than those at the end of the secondary feeders.

Let C1ðtÞ and C2ðtÞ be the sum rate of servers at time t in
the packetized system and the pMGPS system, respectively.
Since C1ðtÞ and C2ðtÞ are determined according to their allo-
cated charging rates of EVs, i.e., the service rates of queues,
their values actually depend on what EVs are selected for
charging. Thus, both C1ðtÞ and C2ðtÞ are queue dependent.
Moreover, since pMGPS follows a fluid model, its schedul-
ing result may not be the same as that of the packetized
scheme in each charging period. Thus, C1ðtÞ is not necessar-
ily equal to C2ðtÞ. The discrepancy between pMGPS and the
packetized scheme poses a design challenge: the pMGPS
system cannot be directly used as a reference to design the
packetized system for EV charging. This challenging issue
is resolved in the next section.

4 PHYSICAL START-TIME FAIR QUEUEING

An overview of the solution to approximating pMGPS is
shown in Fig. 5. Instead of using pMGPS as a reference
directly, we simplify pMGPS to a simplified multi-server
GPS (sMGPS) by replacing the sub-grid constraints in the
pMGPS system with C1ðtÞ. In this way, the sMGPS system

always has the same sum rate of servers as the packetized
system and thus can be used as a reference for the packe-
tized system. C1ðtÞ is obtained by measuring and summing
the charging rates of all EVs that are supported in the sub-
grid during the period before time t.

LetWF
i ðt1; t2Þ be the amount of energy EV i is charged inF

system during time t1; t2½ �, where F can be sMGPS, pSTFQ, or
pMGPS. Since pMGPS achieves ideal fairness, the difference

between WpMGPS
i ðt1; t2Þ and WpSTFQ

i ðt1; t2Þ indicates the gap
of fairness performance between pMGPS and pSTFQ for EV i
at any time t. In other words, the difference denoted by
FM3

i ¼ WpMGPS
i ðt1; t2Þ �WpSTFQ

i ðt1; t2Þ provides a fairness
measure for EV i. The smaller FM3

i is, the better fairness
pSTFQ achieves for EV i. Considering all EVs in the entire
system, the fairnessmeasure is represented byFM3.

In the following sections, we will study FM3
i by respec-

tively analyzing the bounds of FM1
i and FM2

i , where

FM1
i ðt1; t2Þ ¼ W sMGPS

i ðt1; t2Þ �W pSTFQ
i ðt1; t2Þ indicates the

performance gap between sMGPS and pSTFQ for EV i during

½t1; t2� and FM2
i ðt1; t2Þ ¼ WpMGPS

i ðt1; t2Þ� W sMGPS
i ðt1; t2Þ cap-

tures the performance gap between pMGPS and sMGPS for
EV i during ½t1; t2�. Considering all EVs in the system, the two
performance gaps are represented by FM1 and FM2,
respectively.

4.1 Simplified Multi-Server GPS

In the sMGPS system, the rate sum of servers is equal to
C1ðtÞ, which is allocated to EVs as follows,

PiðtÞ ¼ minðP̂iðtÞ; wixÞ and
X

i2N PiðtÞ ¼ C1ðtÞ; (3)

where N is the set of all EVs in pSTFQ, x is an independent
variable making Eq. (3) hold, and P̂iðtÞ ¼ 0 for all t if EV i is
full of charge or does not need to be charged. For EV i with
P̂iðtÞ < wix, PiðtÞ ¼ P̂iðtÞ and for EV i with P̂iðtÞ � wix,
PiðtÞ ¼ wix, which is weighted max-min fairness.

In Fig. 5, the relationship among pSTFQ, sMGPS, and
C1ðtÞ is represented as a circle, which shows how the pSTFQ
and sMGPS systems interact with each other. After C1ðtÞ is
measured from the pSTFQ system, it is fairly allocated to
queues in the sMGPS system. Each queue in the sMGPS sys-
tem processes packets with the allocated rates. Meanwhile,
the sMGPS system, as the reference system, determines the
service order of packets in the pSTFQ system. The service
order of packets, in turn, impacts the scheduling order of
EVs and thus influences the value of C1ðtÞ. This circular pro-
cess continues repeatedly during EV charging. It should be
noted that the maximum values of C1ðtÞ are different for
pSTFQ and sMGPS. In pSTFQ, C1ðtÞ cannot exceed a certain
value that leads to the physical problems in the sub-grid.
However, in sMGPS no physical problems are concerned,
so C1ðtÞ is only upper-bounded by the total charging rates
of all active EVs in the system.

4.2 Finish-Time versus Start-Time Fair Queueing

Under single-server GPS, if two packets have arrived, the rel-
ative finish order of these two packets is independent of
future packet arrivals. However, as proved in [21], the finish
order of packets under multi-server GPS changes upon the
arrivals of future packets. Thus, under multi-server GPS, the

Fig. 5. Overview of the solution to approximate pMGPS.
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finish order of packets is determined only if these packets fin-
ish service. In other words, we cannot use the finish order of
packets in the sMGPS system as a reference for the service of
packets in the pSTFQ system. A similar problem has been
mentioned in [22]. Instead of using finish times, a start-time
queueing algorithm is proposed in [22], which can schedule
packets based on their virtual start times before finish times
are known. Under sMGPS, when an packet of an EV arrives,
its virtual start time is determined, even though its finish
time is unknown. For an EV, it is easy to determine the virtual
start time of its first packet, but it is nontrivial to do so for the
following packets. To solve this problem, a virtual start time
backtracing schemewill be presented in Section 4.3.1.

Based on the virtual start times of the first packets in EVs,
a proper number of EVs are selected in pSTFQ. These EVs
starts charging for a period. Once a charging period starts, a
new value of C1ðtÞ is determined and will be used by
sMGPS for later scheduling.

4.3 Detailed Algorithm of pSTFQ

We first give several examples on how to use sMGPS as a
reference and then present the detailed algorithm of pSTFQ.

4.3.1 Using sMGPS as a Reference

Suppose a sub-grid with 3 EVs. The sub-grid can only
charge 2 EVs simultaneously. Let pki be the kth packet of EV
i, Sk

i be the virtual start time of pki and Lk
i be the length of pki .

The scheduling of EV charging during the first 3 periods is
illustrated in Fig. 6a. Before t1, no EVs were being charged,
so the sum rate of the servers in the pSTFQ system is zero,
i.e., C1ðtÞ ¼ 0. When EV 1 arrives at a1 ¼ t1, packets of EV 1
are backlogged into queue 1 in both the pSTFQ and sMGPS
systems. We assume the virtual time of the sMGPS system,
V ðtÞ, is zero at t1, i.e., V ðt1Þ ¼ 0, so the first packet of EV 1,
p11, is tagged with S1

1 ¼ 0. As explained before, the schedule
of EV charging is determined based on virtual start time of
packets in EV queues. More specifically, EVs are sorted in
the increasing order of virtual start times of their head-of-
line (HOL) packets. Based on this order, the central control-
ler selects EVs to be charged. At time t1, only EV 1 has vir-
tual start time, so it is selected for charging. Once EV 1
starts charging, the central controller changes C1ðtÞ from 0
to P1 ¼ P̂1ðt1Þ as in Fig. 6a. C1ðtÞ remains to be P̂1ðt1Þ in the
first charging period, because no other EVs are charged or
depart during this period.

Before t1 þ T
2 , C1ðtÞ is totally allocated to EV 1 under

sMGPS. When EV 2 arrives at a2 ¼ t1 þ T
2 , p

1
2 is tagged with

S1
2 ¼ t1 þ T

2. After t1 þ T
2, C1ðtÞ is fairly allocated between EV

1 and 2 based on Eq. (3) under sMGPS until t1 þ T . At t1 þ T ,

p11 finishes service under pSTFQ and p21 becomes the HOL
packet of EV 1. Similarly, at t1 þ T , we can have a sorted
order of EVs based on the virtual start times of their HOL
packets. However, since p21 has not started service under
sMGPS at t1 þ T , S2

1 is unknown at t1 þ T and only p12 has
known virtual start time. In this case, since the sub-grid can
charge two EVs, it is necessary to select p21 to maximize the
utilization of sub-grid capacity. For any HOL packet pji , if it
has unknown virtual start time, it means the service start
time of this packet in pSTFQ is ahead of that in sMGPS. In
other words, for EV i we must have WpSTFQ

i > W sMGPS
i , i.e.,

FM1
i is negative.
For EVs with negative FM1s, to prevent FM1 from fur-

ther decreasing, HOL packets with larger FM1 are selected
first. In Fig. 6a, the packets with known virtual start times
are filled with gray hatch. They are always selected before
the packets with unknown virtual start times. After the cen-
tral controller turns on EVs 1 and 2, C1ðt1 þ T Þ becomes
P2 ¼ P̂1ðt1 þ T Þ þ P̂2ðt1 þ T Þ.

Contrary to p11, p
1
2 finishes service under sMGPS before it

finishes service under pSTFQ. The length of p12 (i.e., L1
2) is

known at t1 þ 2T when it finishes service under pSTFQ.How-
ever, when p12 finishes service under sMGPS at some time
t2 < t1 þ 2T , L1

2 is still unknown. To determine the virtual
start time of p22 (i.e., S2

2) at t1 þ 2T , we need a virtual time
backtracing scheme, as explained below. First, the energy
charged over time in sMGPS is recorded for each EV. In this
example, W sMGPS

2 ðtÞ for EV 2 needs to be recorded as shown
in Fig. 6bwhere the curve ofW sMGPS

2 ðtÞwith respect to the vir-
tual time V ðtÞ is depicted. Second, at t ¼ t1 þ 2T , after p12 fin-
ishes service in pSTFQ, the energy that has been charged, i.e.,
WpSTFQ

2 ðtþ 2T Þ, is determined. We then find the virtual time

V ðt2Þ such that W sMGPS
2 ðV ðt2ÞÞÞ ¼ WpSTFQ

2 ðtþ 2T Þ. Finally,
S2
2 is found,which is equal to V ðt2Þ.

4.3.2 Handling Special Cases Due to EV Departure

In information queueing systems, when a packet arrives, it
departs from the queueing system after it finishes service.
However, for EV charging, all packets of an EV arrive when
the EV arrives, but not all packets can finish service when
the EV departs. For any EV i departing at time t, it departs
with two cases: FM1

i ðt1; tÞ < 0 and FM1
i ðt1; tÞ � 0, where t1

is the beginning time of EV charging. In either case, the
energy charged in sMGPS becomes different from that in
pSTFQ. Without careful handling of these two cases, the
energy difference grows constantly, and eventually sMGPS
will lose its reference role for pSTFQ. To handle these two
cases, we need to achieve two goals: 1) the energy of
remaining EVs needs to be balanced in sMGPS and pSTFQ;
2) the energy of the departing EV needs to be balanced in
sMGPS and pSTFQ. To illustrate our solution, four exam-
ples are presented in Fig. 7 where the dotted circles high-
light the changes associated with an EV’s departure. In all
examples, three EVs start charging at time t1 and all have an
equal charging rate P and an equal weight.

The first example is shown in Fig. 7a where the sub-grid
can charge two EVs simultaneously and EV 1 departs at
time d1 ¼ t1 þ 1

2T . At d1, EV 1 departs with FM1
1 ð0; d1Þ < 0,

i.e., the energy EV 1 is charged under pSTFQ is larger than
that under sMGPS. In the pSTFQ system, the service of p11

Fig. 6. Two examples showing how pSTFQ works.
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stops and L1
1 is set to the amount of energy that has been

charged for p11 in the pSTFQ system, and then C1ðtÞ
decreases from 2P to P . The decrement of C1ðtÞ reduces the
allocated rates for p12 and p13 in the sMGPS system. More spe-

cifically, at t ¼ d1, FM1
2 ðt1; tÞ þ FM1

3 ðt1; tÞ ¼ 1
6PT , which

implies the allocated energy to EV 2 and 3 under sMGPS
is larger than that under pSTFQ, while at t ¼ t1 þ T ,
FM1

2 ðt1; tÞ þ FM1
3 ðt1; tÞ ¼ 0, meaning the energy balance

between sMGPS and pSTFQ is recovered. Upon the depar-
ture of EV 1, all its packets after p11 are deleted from both the
pSTFQ and sMGPS systems. p11 in the sMGPS system contin-
ues to be served until it reaches L1

1 at t1 þ T . After this
moment, queue 1 in both the pSTFQ and sMGPS systems
becomes empty and FM1

1 ðt1; t1 þ T Þ ¼ 0.
In the second example in Fig. 7b, the sub-grid can only

charge one EV at a time and EV 3 departs at time d1. At d1,
part of p13 has been served under sMGPS, but it has not started
service under pSTFQ. EV 3 departs with FM1

3 ð0; d1Þ � 0.
Since for EV 3, the allocated energy under sMGPS is larger
than that under pSTPQ and it departs at d1, there is no need
to allocate more energy to EV 3 under sMGPS after its depar-
ture. The service of p13 under sMGPS stops upon EV 3 depar-
ture and L1

3 is set to the amount of energy that has been
charged for p13 under sMGPS. After EV 3 departs, the energy
allocated to EVs 1 and 2 under sMGPS is less than that under
pSTFQ, i.e., FM1

1 ðt1; d1Þ þ FM1
2 ðt1; d1Þ ¼ � 1

3P ðd1 � t1Þ. If the
pSTFQ system continues following the basic scheme in
Fig. 7b by selecting EV 2 at t1 þ T without further adjust-
ments, the energy difference between the sMGPS and pSTFQ
systems for EV 1 and 2 will continue to exist and will further
deteriorate due to the departure of other EVs with FM1 � 0.
Before discussing how to make adjustments, we first look at
the ideal scheme in Fig. 7c.

In the ideal scheme, we assume that the departure time of
EV 3 is known in advance. In this case, no rate should be allo-
cated to serve p13 after EV 3 arrives and C1ðtÞ is evenly allo-
cated to EV 1 and 2. At both t ¼ t1 þ T and t1 þ 2T , we have
FM1

1 ðt1; tÞ þ FM1
2 ðt1; tÞ ¼ 0, and FM1

3 ðt1; tÞ ¼ 0 too as EV 3
has never been serviced in pSTFQ. Since it is impossible to
know the departure time of EV 3 in advance, we cannot take
this approach to ensure energy balance between sMGPS and
pSTFQ. However, an effective scheme that can recover the
energy balance is to assign higher charging rates to EVs 1
and 2 such that FM1

1 ðt1; tÞ þ FM1
2 ðt1; tÞ ¼ 0 at t ¼ t1 þ 2T . In

other words, we need to increases capacity for C1ðtÞwithout
changing the actual charging process in the physical system.
To this end, we introduce a new packet called virtual packet
into the queueing system. This virtual packet is created for
the departing EV (i.e., EV 3 in this example) and has the

same length as p13 in the sMGPS system. When it is serviced,
it does not actually consume energy in the physical system
(i.e. pSFTQ), but increases capacityC1ðtÞ for sMGPS.

The scheduling scheme based on a virtual packet is shown
in Fig. 7d where a virtual packet (in gray color) is created for
EV 3 at t1 þ T . When the virtual packet is to be serviced, it is
selected after all other packets, i.e., p11 and p22. At t1 þ T , p11
has smaller virtual start time than p22, so p11 is selected first.
After the selection, since the sub-grid can only support one
EV at a time, p22 cannot be selected.However, since the virtual
packet has no impact on the sub-grid, it can still be selected.
Thus, EV 3 starts charging virtually until the virtual packet
finishes its service before t1 þ 2T . Comparing the energy
allocated to EVs 1 and 2 under sMGPS with that of the ideal
scheme, we can see the result is the same. Thus, FM1

1 ðt1; tÞþ
FM1

2 ðt1; tÞ ¼ 0 is achieved. Furthermore, since the virtual
packet of EV 3 has been serviced in pSTFQ and has the same
length as p13 in sMGPS, we also have FM1

3 ðt1; tÞ ¼ 0.
The above examples show that our solutions to handling

the departure of EVs are effective.

4.3.3 pSTFQ

LetQF ðtÞ be the set of nonempty queues in F system at time
t, where F can be sMGPS, pSTFQ, or pMGPS. A complete
algorithm of pSTFQ consists of three parts.

Part 1)When EV i is connected to the sub-grid at time t, if
it is not fully charged, EV i is considered as an active EV. All
packets of EV i are backlogged in queue i in the pSTFQ and

sMGPS systems, and queue i is added into QsMGPSðtÞ and
QpSTFQðtÞ. Since the required energy of EV i is unknown,
the total length of packets in queue i is initially set to be infi-
nite. P̂iðtÞ can be measured when EV i is connected to the
grid.

Part 2) At the beginning of each charging period, the cen-
tral controller first uses the virtual time tagging method to
find the virtual start times for all HOL packets, if the virtual
start times are available. Then, the central controller deter-
mines the service order for EVs with the following steps:

1) For each queue, check if its HOL packet is a virtual

packet. If queue i is in QpSTFQðtÞ, but not in
QsMGPSðtÞ, then the HOL packet in queue i must be
virtual and queue i is put into a set VðtÞ, which is
defined as the set of queues with a virtual HOL
packet.

2) For queues that are not inside VðtÞ but have known
virtual start times in their HOL packets (i.e., defined
as type A queues), they are sorted in the increasing
order of the virtual start times of HOL packets.

Fig. 7. Examples showing how pSTFQ works when an EV departs.
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3) For queues that are not inside VðtÞ and have
unknown virtual start times in their HOL packets
(i.e., defined as type B queues), their FM1 are calcu-
lated and then they are sorted in the decreasing
order of the FM1s of their queues.

4) For queues inside VðtÞ (i.e., defined as type C
queues), they are sorted in the increasing order of
the virtual start times of virtual HOL packets.

After the service order of all queues is determined, the
service order of EVs is determined accordingly. Based on
the service order in each type of queues, the central control-
ler considers EVs from type A queues first, then type B, and
finally type C. We need to turn on as many EVs as possible
until some conditions are reached. These conditions
include: 1) all EVs are turned on; 2) turning on one more EV
will violate the physical constraints (1) and (2); 3) turning
on one more EV will cause the total charging rate of EVs to

be larger than that of active EVs in QsMGPSðtÞ. Condition 3)
ensures the rate sums of servers in the pSTFQ and sMGPS
systems to be always equal. For type A and type B queues,
all these conditions should be checked. However, for type C
queues, condition 3) is not applicable. Since the sub-grid
topology is unknown, in order to check condition 2), sensi-
tivity analysis is adopted. Let aij be the voltage sensitivity
of user iwith respect to user j and bi be the loading sensitiv-
ity of transformer to user i, which can be obtained with
smart meters using the method in [14]. Let S be the set of
EVs that can be turned on. If EVs in S are turned on, the
voltage change at user i is DVi ¼

P
j2S aijP̂jðtÞ and the

power flow change at the transformer is DS0 ¼
P

i2S biP̂iðtÞ.
If either DVi exceeds the safety margin or DS0 causes S0 to
be larger than its maximum value, then Condition 2) is
reached. To obtain the largest set of S, the central controller
first collects users’ voltages and the power flow through
the transformer, and add EVs into this set until any of the
above three conditions is reached. After this step, EVs in S
are turned on, and then for each EV i 2 S a new P̂iðtÞ can
be measured and updated. However, even if all EVs in S
are turned on, it is possible that some capacity of the sub-
grid is not utilized. There are two reasons for such under-
utilization. The first one is that sensitivity analysis does
not really provide fully accurate decision for condition
2). To reduce such under-utilization, we iteratively further
consider EVs that are not turned on until no additional EVs
can be added to S. Suppose this iterative process ends upon
checking condition 2), the un-utilized capacity of the sub-
grid is at most the charging rate of an EV. However, this
amount of under-utilization can be further reduced. As
shown in [23], sensitivity analysis is adequate to approximate
voltage and power flow changes in distribution grid. Thus,
with sensitivity analysis based on [14], [23], the error of
checking if an additional EV can be turned on is very small.

It should be noted that, even if the largest set of S is
formed, the sub-grid capacity may still be under-utilized.
This is the second reason for capacity under-utilization,
which is explained as follows. We know that the power rat-
ing of an EV is discrete, so it is possible that adding one
more EV into S will violate the physical constraints, but
without adding this EV, the sub-grid capacity is under-
utilized. Such an EV that cannot be turned on due to the dis-
crete charging rate is called an unlucky EV.

Part 3) When EV i departs or is fully charged at time t,
two cases need to be considered, as mentioned in
Section 4.3.2. If FM1

i ð0; tÞ > 0, queue i is deleted from

QsMGPSðtÞ and the total length of packets backlogged in
queue i in the pSTFQ system is set to FM1

i ð0; tÞ. EV i

becomes virtual and has no physical effects on the sub-grid.

Queue i is deleted from QpSTFQ at some time t0 where
FM1

i ð0; t0Þ ¼ 0. If FM1
i ð0; tÞ � 0, queue i is deleted from

QpSTFQðtÞ and the total length of packets backlogged in
queue i in the sMGPS system is set to �FM1

i ð0; tÞ. Queue i
is deleted fromQsMGPS when all the packets in queue i finish

service in the sMGPS system.

5 PERFORMANCE ANALYSIS OF PSTFQ

Unlike information systems, the energy difference between
pSTFQ and pMGPS cannot properly characterize fairness,
because the energy difference varies with the weights and
charging rates of EVs and even depends on the safety mar-
gin. In other words, FM3 (i.e., the energy gap between
pSFTQ and pMGPS) itself cannot provide an appropriate
measure for long-term fairness. Usually FM3 increases with
time, which is reasonable since the total charged energy of
an EV also increases with time. To provide an appropriate
measure of long-term fairness, FM3 needs to be normalized
with the total charged energy. Thus, a new metric called
energy difference ratio (EDR) is defined as follows:

EDR ¼ max
i2N

FM3
i ðt1; t2Þ

W pSTFQ
i ðt1; t2Þ

( )
; (4)

where FM3 of EV i is normalized over its total charged
energy WpSTFQ

i and then the maximum value among all
EVs is selected. As a result, a small EDR indicates that, even
for the worst-case EV, the energy gap between pSTFQ and
pMGPS is small as compared to the total charged energy in
this EV.

It should be noted that t2 � t1 in Eq. (4) needs to be as
large as days or months instead of just one time of charging,
which is much different from the case in an information sys-
tem. In an information system, packets depart only if they
finish service. However, packets in an EV charging system
may depart any time before they get service. Thus, short-
term fairness measure cannot properly reflect the fairness
performance of EV charging.

To analyze EDR, the parameter FM3
i ðt1; t2Þ needs to

be investigated, but it is difficult to derive the bounds
for FM3

i ðt1; t2Þ directly. However, as explained in Section 4,
FM3

i ðt1; t2Þ can be analyzed by studying FM1
i ðt1; t2Þ

and FM2
i ðt1; t2Þ, respectively. In the the rest of this section,

the bounds of FM1
i ðt1; t2Þ and FM2

i ðt1; t2Þ are derived. The
actual bound of FM3

i ðt1; t2Þwill be studied further via simu-
lations in Section 6.

Let QF
�ðtÞ be the set of queues in QF ðtÞ with FM1 < 0

and let QF
þðtÞ be the complement set of QF

�ðtÞ with respect
toQF ðtÞ, where F can be pSTFQ or sMGPS.

Lemma 1. The pSTFQ and sMGPS systems have the same busy
periods, so it suffices to bound the fairness measures of EVs for
each busy period of the pSTFQ system. In particular, for any
time t,
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X
i2N WpSTFQ

i ð0; tÞ ¼
X

i2N W sMGPS
i ð0; tÞ: (5)

Proof. The proof is in Appendix A. tu
Lemma 2. For any EV i, FM1

i ð0; tÞ reaches the minimum when
a packet in queue i finishes service in the pSTFQ system and
reaches the maximum when a packet in queue i begins service
in the pSTFQ system, which implies that FM1

i ð0; tÞ reaches the
maximum and minimum only at the beginning of charging
periods.

Proof. The proof is in Appendix B. tu
Lemma 3. Let ½t1; t2� be a time interval, during which P̂iðtÞ and

P̂jðtÞ are nearly constant, where P̂iðtÞ ¼ P̂i and P̂jðtÞ ¼ P̂j.
For any queues i and j that are continuously backlogged during
½t1; t2� in the sMGPS system,

W sMGPS
i ðt1; t2Þ

W sMGPS
j ðt1; t2Þ

� max
P̂i

P̂j

;
wi

wj

 !
: (6)

Proof. The proof is in Appendix C. tu
Lemma 4. For any time t,X

i2QpSTFQ
þ ðtÞ

FM1
i ð0; tÞ þ

X
i2QsMGPS� ðtÞ

FM1
i ð0; tÞ ¼ 0:

Proof. The proof is in Appendix D. tu
Theorem 1. For any time t and any queue i,

�Wþ max
i2N

Lmax
i

wi

� �
� FM1

i ð0; tÞ � wi max
i2N

Lmax
i

wi

� �
;

whereWþ ¼P
i2QpSTFQ

þ ðtÞ wi.

Proof. The proof is in Appendix E. tu
Theorem 1 shows that for an EV with a fixed weight, its

FM1 upper bound is fixed, but there is no fixed lower
bound. In fact, all the fair queueing schemes using GPS as a
reference have no fixed lower fairness bound, as mentioned
in [17], [21]. The lower bound is not a concern, because
when the FM1 of an EV is negative, it indicates that pSTFQ
outperforms sMGPS for the EV. Nonetheless, based on
Lemma 4, we can see that large negative FM1s of some EVs
will push the FM1s of other EVs close to their upper
bounds, so we still want to study more on the lower bound.
Note that the lower bound in Theorem 1 can be reached
only under certain EV departure patterns, which is of low
probability. To capture the common cases, the expected
lower bound is derived in Theorem 2 given as follows.

Theorem 2. For any time t and any queue i,

E½FM1
i ð0; tÞ� > �ðblog 2 Nj jc þ 1ÞLmax

i ; (7)

where Nj j is the number of EVs in N and bxc is the largest
integer less than or equal to x.

Proof. The proof is in Appendix F. tu
Theorem 3. During ½t1; t2�, if for all active EVs i and j,

P̂iðtÞ
wi

¼ P̂jðtÞ
wj

, we have

E½FM2
i ðt1; t2Þ� �

Z t2

t1

wiP
0ðtÞP

i2NðtÞ wi
þ wiDVminP

i2NðtÞ bijwj

 !
dðtÞdt;

whereNðtÞ is the set of active EVs at time t, P 0ðtÞ is the power
rating of the unlucky EV at time t and dðtÞ ¼ 1 when the sub-

grid capacity cannot support the charging of all active EVs at

time t; otherwise, dðtÞ ¼ 0.

Proof. The proof is in Appendix G. tu
In Theorem 3, the FM2 bound is closely related to the dis-

crete EV charging rates and the safety margin. If no safety
margin is used in pSTFQ just as that in pMGPS, the second
item of the FM2 bound can be eliminated. The first item of
the FM2 bound cannot be eliminated since the EV charging
rates are not necessarily zero. However, this term is not sig-
nificant for the following reason. First, when dðtÞ ¼ 1, the
number of active EVs is large, since a sub-grid that can only
charge a small portion of EVs should be reinforced. Second,
the weight of an EV is small as compared to the sum of the
weights of all active EVs. It should be noted that Theorem 3
only includes the case when EV power ratings are allocated
proportionally to their weights. The FM2 bounds under
other cases are verified via simulations.

6 PERFORMANCE EVALUATION

6.1 Experiment Setup

Experiments are conducted under several charging scenarios
using MATPOWER 4.1 [24]. The sub-grid is a single-phase
220 V network having a topology illustrated in Fig. 8. There
are totally 40 users randomly located in a 400 m�100 m rect-
angular area. A distribution transformer is 100 m away from
bus 1 and the distances between adjacent buses from bus 1 to
10 are all equal to 40 m. The layout of transmission lines and
other buses is formed by connecting users to the nearest one
of the ten buses. All transmission lines have the same imped-
ance, which is (0.3þ j 0.08)V/km. Each user has one EVwith
random power rating P kW and the required energy, E, is
randomly distributed in ½0; 8P � kWh, where P 2 f3; 4; 5; 6g.
The variable charging rate of an EV is modelled as
P � 4ðSOC�1Þ, where SOC ¼ E

8P . For any EV i, wi is selected
from f1; 2; 3g. The arrival patterns of EVs follow the same dis-
tribution as provided in Fig. 2 in [4], and and EV users depart
randomly in the range of ½0; 8� hours since arrival. Besides the
EV, each user has 15 types of appliances with an average
power factor of 0.9, where 5 appliances have rated power
between 1 and 2 kW, and the rest have rated power less
than 1 kW. The load changes of each user are modelled as
a Poisson process with an average frequency equal to 7
times/hour. All home appliances are prescribed to operate
within the voltage range from 0.92 to 1.042 p.u., where p.u.

Fig. 8. Sub-grid topology used in experiments.
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is the normalized voltage with respect to the base voltage
220 V. The safety margin of voltage is DV ¼ 0:01 p.u. and the
charging period, T , is 3 minutes. The voltage and loading
sensitivities are obtained using linear approximation in [14].

6.2 Fairness Performance of pSTFQ

We first verify if the experimental bounds of FM1 are within
its theoretical bounds. The experimental bounds of FM1 are
its maximum or minimum values in one charging scenario.
For each charging scenario, experimental results are col-
lected for 30 days of EV charging. Experiments are con-
ducted under different charging scenarios. There are two
cases for EV weights: 1) EVs have fixed weights; 2) EVs ran-
domly select a weight for each new charging. For each case,
experiments are conducted under 5 penetration levels.
Moreover, two capacities are considered for the distribution
transformer, i.e., 60 kVA and 120 kVA representing the
cases when the sub-grid capacity is constrained by trans-
former capacity or by voltage, respectively.

As EVs have different FM1 bounds, we verify the bounds
by checking the worst-case EVs. EV i is defined to be a
worst-case EV if it has the largest value of its experimental

upper bound minus wi maxi2N fL
max
i
wi

g or the smallest value

of its experimental lower bound minus �ðblog2 Nj jc þ 1ÞLmax
i .

Thus, if the experimental bounds of the worst-case EVs are
within their theoretical bounds, the experimental bounds of
all other EVs follow the same.

The FM1 bounds of the worst-case EVs are shown in Fig. 9
where the results under two transformer capacities are
merged by taking the worse result. The bounds are shown in
two units, and the number of packets is obtained by normal-
izing the energy by the maximum packet length of all EVs,
i.e., 0.3 kWh in this simulation. In all cases, the experimental
bounds of FM1 are bounded by the theoretical bounds. Fur-
ther, the experimental upper bounds are very close to the
theoretical upper bounds when EVs have random weights,
which implies the theoretical upper bounds are tight.

With the above setup of EV charging, we also evaluate the

bounds of FM2 and FM3. Unlike FM1, the upper bound of
FM2 increases with time, as shown in Theorem 3. Thus, the
upper bound of FM3 also increases with time. To this end,
the upper bounds of FM3 are obtained for each time of EV
charging instead of the entire period of 30 days.More specifi-
cally, we take two steps to get the upper bound ofFM3: 1) For
each EV, considering all times of chargingwithin 30 days, the
maximum upper bound is selected, and this particular time
of charging (e.g., on a certain day) is recorded; 2) The maxi-
mum upper bound is then chosen among all EVs, and the
selected EV is recorded. Given the selected EV and its partic-
ular time of charging, the corresponding upper bounds (both

theoretical and experimental) of FM1 and FM2 are then
determined. The results of these upper bounds are shown in
Fig. 10. Since two scenarios of transformer capacity(60 and
120 kVA) are considered in our experiments, we merge two
results of each upper bound into one by taking the worse
case. From Fig. 10, it can be seen that the largest gap between
pSTFQ and pMGPS is about eight packets. However, such a
large gap occurs with extremely low probability (see column
4 in Table 1).

To show more details of FM3, the distribution of its
experimental upper bound for each time of EV charging is
shown in Table 1. For all penetration levels, larger than
99.7 percent of these upper bounds of FM3 are less than 5
packets. For 30 days of EV charging, the EDR is 3.45 percent
under various scenarios, implying pSTFQ closely approxi-
mates pMGPS.

In Fig. 10, all the experimental bounds ofFM2 are properly
bounded by the theoretical bounds, even though the theoreti-
cal bounds are not very tight. The sum of the experimental
bounds of FM1 and FM2 is always slightly larger than FM3,

which implies combining the bounds of FM1 and FM2 is
effective to approximate the bounds of FM3. Further, the
bounds of FM2 are much larger than these of FM1, which
implies the bounds of FM3 are mainly resulted from the gap
between sMGPS and pMGPS and the gap exists due to dis-
crete EV charging rates and the safetymargin.

To study the impact of the sub-grid capacity, we evaluate
the performance of EDR versus different transformer capac-
ities. The transformer capacity varies from 60 to 100 kVA,
where 60 kVA is the least possible transformer capacity
since it is equal to the peak rate of all non-EV appliances.
When the transformer capacity is 60 kVA, the sub-grid
capacity is constrained by the transformer capacity; when
the transformer capacity is 100 kVA, the sub-grid capacity is
constrained by voltage. The simulation results are shown in
Fig. 11. Under different penetration levels, EDR decreases
as transformer capacity increases. This result is reasonable:
when the transformer capacity is larger, an EV can be
charged with more energy during the same period, so the

Fig. 9. FM1 bounds of the worst-case EVs under pSTFQ.

TABLE 1
Distribution of the Experimental Bounds of FM3 in 30 Days

Penetration
level

Experimental bound (=x) of FM3

(packets) EDR

0 � x � 2 2 < x � 4 5 < x � 9

100% 94.5% 5.2% 0.3% 3.46%
70% 98.4% 1.5% 0.1% 1.50%
50% 99.9% 0.1% 0 0.43%

Fig. 10. Performance gap among pSTFQ, sMGPS and pMGPS.
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performance gap between pMGPS and pSTFQ amounts to a
smaller percent of total charged energy. Thus, increasing
transformer capacity improves fairness performance. More-
over, as shown in Fig. 11, the largest EDR in all scenarios is
below 4 percent, which illustrates satisfactory fairness per-
formance achieved by our proposed scheme.

6.3 Performance Gap Under Different System
Parameters

The performance gaps among the three systems are studied
under different charging periods and safety margins. Simu-
lations are conducted under two cases as shown in Fig. 12.
In Case 3, the safety margin is fixed to be 0.01 p.u. and the
charging periods change from 0.5 to 16 minutes. In Case 4,
the charging period is fixed to 3 minutes and the safety mar-
gin changes from 0.001 to 0.04 p.u. In both cases, simula-
tions are conducted under 100 percent penetration level of
EVs for 30 days and EVs have fixed weights. Two perfor-
mance metrics, the times of response to under-voltage and
the bounds of FM3, are collected. Fig. 12a shows that the
bounds of FM3 are not sensitive to the charging periods
under both transformer capacities, but the times of response
to under-voltage are significantly reduced with decreasing
charging periods when the transformer capacity is 120 kVA.
As opposed to the charging period, the safety margin closely
impacts the bounds of FM3. As shown in Fig. 12b, when
safety margin drops, the bounds of FM3 decreases signifi-
cantly. When the safety margin decreases to 0.001 p.u., the
bound of FM3 is about the length of two packets. These
results clearly demonstrate that the gap between pSTFQ and
pMGPS can be reduced by using a smaller safety margin.
A similar conclusion can bemade to the gap between sMGPS
and pMGPS with respect to the discrete charging rates of
EVs. However, we cannot use a very small safety margin;
otherwise, the response time to under-voltage will not be
held below a satisfactory level.

7 CONCLUSION

In a distribution grid, charging EVs at home results in the
under-voltage and transformer overloading problems and
also unfairness among EVs. These problems were solved by
a physical fair queueing framework developed in this paper.
This framework consists of two fair queueing schemes: phys-
ical multi-server GPS and physical start-time fair queueing.
pMGPS captures the characteristics of EV charging in a
sub-grid, but cannot be directly applied, so pSTFQ was then
designed as a practical packetized scheme to schedule EV
charging. The performance gap between these fair queueing
schemes was studied through theoretical analysis and was

also evaluated via simulations. Both analysis and simula-
tions showed that the pSTFQ scheme gracefully avoided the
physical problems such as under-voltage and transformer
overloading. Moreover, the energy difference ratio between
pSTFQ and the idealized pMGPS is less than 4 percent in dif-
ferent scenarios, which illustrated that fair sharing of energy
among EVs was achieved. How to design a communication
network to support the scheduling scheme developed in this
paper will be studied in the future work. It should be noted
that the physical fair queueing framework can be applied to
other scheduling scenarios in cyber-physical systems.

APPENDIX A

PROOF OF LEMMA 1

Let us consider the first busy period where the pSTFQ and
sMGPS systems both start at t ¼ 0 and become idle at time t1
and t2 respectively. Assume EV i finishes charging at time t0.
IfW sMGPS

i ð0; t0Þ > WpSTFQ
i ð0; t0Þ, queue i is first deleted from

QsMGPSðt0Þ and then deleted from QpSTFQ at some time t�

where WpSTFQ
i ð0; t�Þ ¼ W sMGPS

i ð0; t0Þ, i.e., all backlogged

packets in the pSTFQ system finish service. If W sMGPS
i

ð0; t0Þ � WpSTFQ
i ð0; t0Þ, queue i is first deleted from QpSTFQ

and then deleted from QsMGPS until W sMGPS
i ð0; t00Þ ¼

WpSTFQ
i ð0; t0Þ at some time t00. Thus, when a queue is empty

in both the pSTFQ and sMGPS systems, the amount of serv-

ices the queue has been served in the two systems should be

equal. We have W pSTFQ
i ð0; t1Þ ¼ W sMGPS

i ð0; t2Þ for all i 2 N
and thus

P
i2N WpSTFQ

i ð0; t1Þ ¼
P

i2N W sMGPS
i ð0; t2Þ. In addi-

tion, considering that the pSTFQ and sMGPS systems have
the same output rates, we can conclude t1 ¼ t2. When the
pSTFQ and sMGPS systems are both idle at time t,
W sMGPS

i ð0; tÞ ¼ WpSTFQ
i ð0; tÞ; 8i 2 N . Therefore, the fairness

measure of EVs can be bounded for each busy period.
Because the pSTFQ and sMGPS systems have the same out-
put rate and the same busy periods, Eq. (5) follows.

APPENDIX B

PROOF OF LEMMA 2

In the pSTFQ system, when queue i is in service at time

t, the slope of WpSTFQ
i is P̂iðtÞ; otherwise, the slope is 0.

In the sMGPS system, the slope of W sMGPS
i varies

between 0 and P̂iðtÞ. Thus, during a charging period if
queue i is in service, FM1

i ð0; tÞ is a non-increasing func-
tion with time; otherwise, FM1

i ð0; tÞ is a non-decreasing
function with time. FM1

i ð0; tÞ reaches the minimum and
maximum values at the end of a charging period when a

Fig. 11. EDR versus different capacities of the distribution transformer.
Fig. 12. Performance gap under different charging periods and safety
margins.
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packet in queue i in the pSTFQ system finishes and
begins service respectively. Because packets start and fin-
ish service only at the beginning of charging periods,
FM1

i ð0; tÞ reaches the maximum and minimum only at
the beginning of charging periods.

APPENDIX C
PROOF OF LEMMA 3

In the sMGPS system, for queues i and j that are continu-
ously backlogged during ½t1; t2�,

W sMGPS
i ðt1; t2Þ

W sMGPS
j ðt1; t2Þ

¼
R t2
t1
PiðtÞdtR t2

t1
PjðtÞdt

� maxt2Rþ
PiðtÞ
PjðtÞ
� �

;

where Rþ is the set of positive real numbers. Based on
Eq. (3), these exists an x such that

PiðtÞ
PjðtÞ ¼

minðwix; P̂iðtÞÞ
minðwjx; P̂jðtÞÞ

:

We bound PiðtÞ
PjðtÞ in three cases. Case 1: PiðtÞ < P̂iðtÞ and

PjðtÞ < P̂jðtÞ. PiðtÞPjðtÞ ¼
wi
wj
.Case 2: PiðtÞ ¼ P̂iðtÞ and PjðtÞ � P̂jðtÞ.

We have PiðtÞ
PjðtÞ �

wi
wj
. Case 3: PiðtÞ � P̂iðtÞ and PjðtÞ ¼ P̂jðtÞ. We

have PiðtÞ
PjðtÞ �

P̂iðtÞ
P̂jðtÞ

¼ P̂i
P̂j
. Thus, the lemma follows.

APPENDIX D
PROOF OF LEMMA 4

Because EVs may depart at any time t, QpSTFQðtÞ is not
always equal to QsMGPSðtÞ. Let queue i 2 QpSTFQ

þ ðtÞ for
t 2 ½t1; t2Þ and depart at time t2. According to pSTFQ, queue i
is inQsMGPS

þ ðtÞ during ½t1; t2Þ. After time t2, queue i is deleted

fromQsMGPS
þ ðtÞ, but queue i is still inQpSTFQ

þ ðtÞ until all pack-
ets in queue i in the pSTFQ system finish service. Hence, if
queue i 2 QsMGPS

þ ðtÞ, queue i must be in QpSTFQ
þ ðtÞ, i.e.,

QsMGPS
þ ðtÞ 	 QpSTFQ

þ ðtÞ. Similarly, we can prove QpSTFQ
� ðtÞ 	

QsMGPS
� ðtÞ. The set of queues that are nonempty in either the

pSTFQ or sMGPS system is equal to the union of QpSTFQðtÞ
andQsMGPSðtÞ, denoted asQpSTFQðtÞ [ QsMGPSðtÞ. By the def-

inition ofQpSTFQðtÞ andQsMGPSðtÞ, we have

QpSTFQðtÞ [ QsMGPSðtÞ
¼ QpSTFQ

þ ðtÞ [ QpSTFQ
� ðtÞ [ QsMGPS

� ðtÞ [ QsMGPS
þ ðtÞ

¼ QpSTFQ
þ ðtÞ [ QsMGPS

� ðtÞ:
(8)

For queue i 62 QpSTFQðtÞ [ QsMGPSðtÞ, from Lemma 1, we

have FM1
i ð0; tÞ ¼ 0. Thus, Eq. (5) becomes,X

i2QðtÞ
WpSTFQ

i ð0; tÞ ¼
X
i2QðtÞ

W sMGPS
i ð0; tÞ;

where QðtÞ ¼ QpSTFQ
þ ðtÞ [ QsMGPS

� ðtÞ, which impliesX
i2QpSTFQ

þ ðtÞ
FM1

i ð0; tÞ þ
X

i2QsMGPS� ðtÞ
FM1

i ð0; tÞ ¼ 0: (9)

APPENDIX E
PROOF OF THEOREM 1

Denote
P

i2QpSTFQ
þ ðtÞ P̂iðtÞ as AðtÞ and the total power that

can be used for EV charging as CðtÞ. We first prove the
lower bound in three cases.

Case 1:CðtÞ < AðtÞ for all time t. Let t1 be the time a packet
in queue i in the pSTFQ system finishes service. Then, we

have WpSTFQ
i ð0; t1Þ ¼

Pniðt1Þ
k¼1 Lk

i . At time t1, the packet must
have known virtual start time, so it has started service in the
sMGPS system, which implies W sMGPS

i ð0; t1Þ >
Pniðt1Þ�1

k¼1 Lk
i .

Hence, FM1
i ð0; t1Þ � �L

niðt1Þ
i � �Lmax

i .

Let t2 be the time a packet in queue k begins service in the
pSTFQ system. At time t2, the niðt2Þth packet for all queue
i 2 N have finished service in the pSTFQ system. We want
to prove that there must exist a queue j 2 QpSTFQ

� ðt2Þ such
that S

njðt2Þ
j � S

nkðt2Þþ1
k . Let us assume that for all queue

j 2 QpSTFQ
� ðt2Þ, Snjðt2Þ

j > S
nkðt2Þþ1
k . Let p0 be the packet that

has the largest virtual start time among all the niðt2Þth pack-
ets for queue i 2 QpSTFQ

� ðt2Þ and let t3 be the time p0 is served
in the pSTFQ system. At time t3, since p0 has the largest vir-
tual start time, if p0 is served, all the HOL packets in other
queues must be served, i.e., all queues are served. However,
as CðtÞ < AðtÞ, it is impossible to serve the HOL packets
from all queues. Thus, theremust exist a packet p� having vir-
tual start time S� < S

nkðt2Þþ1
k , where packet p� is in queue i�.

Let t� and t0 be the time packet p� starts and finishes ser-
vice in the sMGPS system. At time t�, pnkðt2Þþ1

k has not started
service in the sMGPS system, so W sMGPS

k ð0; t�Þ �Pnkðt2Þ
m¼1

Lm
k ¼ WpSTFQ

k ð0; t2Þ. At time t2, p
� has not started service in

the sMGPS system, so t0 > t2. According to the charging pro-
file of EVs [15], since W sMGPS

k ðt�; t0Þ and W sMGPS
i� ðt�; t0Þ are

very small compared to the battery sizes of EVs k and i�,
P̂kðtÞ and P̂i�ðtÞ are nearly constant during ½t0; t��. Let P̂i be
the value of P̂iðtÞ during ½t0; t��. Then,

FM1
k ð0; t2Þ � W sMGPS

k ð0; t0Þ �W sMGPS
k ð0; t�Þ

� P̂i�T
W sMGPS

k ðt�; t0Þ
W sMGPS

i� ðt�; t0Þ :
(10)

Based on Lemma 3, if P̂k
P̂i�

> wk
wi�

, FM1
k ð0; t2Þ � P̂kT � Lmax

k ;

otherwise, FM1
k ð0; t2Þ � wk

P̂i�T
wi�

� wkmaxi2N fL
max
i
wi

g. There-

fore, FM1
k ð0; tÞ � wkmaxi2N fL

max
i
wi

g.
Case 2: CðtÞ � AðtÞ for all time t. Queues in QpSTFQ

þ ðtÞ are
always being served. Let queue i 2 QpSTFQ

þ ðtÞ for t 2 ½t1; t2Þ.
From Lemma 2, we have FM1

i ð0; t1Þ � FM1
i ð0; t2Þ. Thus, if

FM1
i ð0; t1Þ � ai, we must have FM1

i ð0; tÞ � ai for any
t 2 ½t1; t2�. Let t1 be any timewhenFM1

i ð0; tÞ becomes positive
from negative and bm be the beginning time of themth charg-
ing period. There exists a time bm such that t1 2 ½bm; bmþ1� and
FM1

i 0; bmð Þ � 0. From Lemma 2, we can conclude FM1
i

reaches the maximum at time bmþ1. Since FM1
i 0; bmð Þ � 0,

FM1
i ð0; t1Þ � FM1

i ð0; bmþ1Þ � Lmax
i . The theorem follows.

Case 3: CðtÞ is larger and less than AðtÞ alternatively at differ-
ent times. Let ½bm1

; bm2
Þ be the first time interval where

CðtÞ > AðtÞ and ½bm2
; bm3

Þ be the time interval where CðtÞ �
AðtÞ. During t 2 ½0; bm1

Þ, we have CðtÞ � AðtÞ, the upper
bound ofFM1

i ð0; tÞ follows Case 1 for all i 2 N . FromLemma
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2, we know that for any queue i 2 QpSTFQ
þ ðtÞ during

½bm1
; bm2

Þ, as long as FM1
i ð0; bm1

Þ < ai, FM
1
i ð0; bm2

Þ < ai for
sure. Then, the upper bound in the theorem follows at time
bm2

. We need to obtain the upper bound of FM1
i ð0; tÞ for

t 2 ½bm2
; bm3

Þ.
It is noticeable that during ½bm2

; bm3
Þ, CðtÞ becomes less

than AðtÞ again. If the packets scheduling during ½bm1
; bm2

Þ
does not impact the scheduling during ½bm2

; bm3
Þ, the fairness

upper bound during ½bm2
; bm3

Þ should remain the same as
that during ½bm1

; bm2
Þ. From Case 1, we can see that for any

EV i, its upper bound is less than wi maxi2N fL
max
i
wi

g regardless
of how other EVs are charged as long as the HOL packets for
queues in QpSTFQ

þ ðtÞ are served based on virtual start times.
The packet scheduling during ½bm1

; bm2
Þ is a special case

where all the HOL packets for queues in QpSTFQ
þ ðtÞ are

served. In other words, the fairness upper bound during
½bm2

; bm3
Þ is not affected by the packet scheduling during

½bm1
; bm2

Þ and thus is the same as that during ½0; bm1
Þ. It is easy

to see that the upper bound follows in other time intervals.
For the lower bound, as mentioned in [17], [18], if packets

with unknown virtual start times are to be served, there
does not exist a constant c < 0 such that FM1

i ð0; tÞ > c.

When EV i 2 QpSTFQ
� ðtÞ departs, EV i is deleted from

QpSTFQðtÞ, but is still in QsMGPSðtÞ. If all EVs but one in
QpSTFQ

� ðtÞ departs simultaneously at time t, QsMGPSðtÞ
remains unchanged, but there is only one EV k in QpSTFQ

� ðtÞ.
Based on Lemma 4, sinceQpSTFQ

� ðtÞ 	 QsMGPS
� ðtÞ,

FM1
k ð0; tÞ �

X
i2QsMGPS� ðtÞ

FM1
i ð0; tÞ ¼ �

X
j2QpSTFQ

þ ðtÞ
FM1

j ð0; tÞ:

The lower bound of FM1
i ð0; tÞ depends on the fairness

bounds of other EVs in QpSTFQ
þ ðtÞ. Since FM1

j ð0; tÞ �
wj maxi2N fL

max
i
wi

g, the theorem follows.

APPENDIX F
THE PROOF OF THEOREM 2

The lower bound in Theorem 1 can be reached when all EVs

but one in QpSTFQ
� ðtÞ depart simultaneously. Even though

the FM1 bound of the left EV is small, since no other EVs in

QpSTFQ
� ðtÞ can be selected, the left EV will still be selected

and turned on, which further decreases the FM1 bound of
the EV. However, the probability of many EVs departing
within a short time interval is extremely low. In most
cases, EVs may depart randomly or their departure times
spread over a long time interval. There are always some
EVs that can be selected before the FM1 bounds of one EV
becomes much smaller than others unless the number of
EVs being charged is small. Let us study the lower bound
in most cases.

Denote�FM1
i ð0; tÞ asDiðtÞ. Let tn be the time that DinðtÞ of

queue in reaches the maximum and assume DinðtnÞ >

KLmax
in

. From Lemma 2, we know tn is a multiple of charging
periods. Because DinðtnÞ is the maximum, EV i must be
served at tn � T ; otherwise, Dinðtn � T Þ > DinðtnÞ, contra-
dicting the assumption that DinðtnÞ is the maximum. None-
theless, DinðtnÞ is not the only maxima and it is possible that
Dinðtn � T Þ ¼ DinðtnÞ; for example, when all queues in

QpSTFQðtn � T Þ are served, we have W sMGPS
i ðtn � T; tnÞ ¼

WpSTFQ
i ðtn � T; tnÞ ¼

R tn
tn�T P̂iðtÞdt and thus Dinðtn � T Þ ¼

DinðtnÞ. In this case,Dinðtn � T Þ is also themaximum. Let tn�1

be the largest time, a multiple of charging periods, before
time tn such that Dinðtn�1Þ < DinðtnÞ. Then, we have

WpSTFQ
in

ðtn�1; tnÞ �W sMGPS
in

ðtn�1; tnÞ � Lmax
in

. At time tn�1,
we have

Dinðtn�1Þ ¼ DinðtnÞ � ðDinðtnÞ � Dðtn�1ÞÞ
> KLmax

in
� WpSTFQ

in
ðtn�1; tnÞ �W sMGPS

in
ðtn�1; tnÞ

� �
� ðK � 1ÞLmax

in
:

At time tn�1, not all queues in QpSTFQðtn�1Þ are served.
There exists some queue in�1 with Din�1

ðtn�1Þ >

ðK � 1ÞLmax
in

. Similarly, for queue in, there exists some time

tn�2 < tn�1, where Dinðtn�2Þ > ðK � 2ÞLmax
in

and at least one

queue in�2 such that Din�2
ðtn�2Þ > ðK � 2ÞLmax

in
; for queue

in�1, there exists some time tn�3 < tn�1, where Dinðtn�3Þ >

ðK � 2ÞLmax
in

and at least one queue in�3 such that

Din�3
ðtn�3Þ > ðK � 2ÞLmax

in
. Based on Eq. (9), when the FM1

of an EV increases, the FM1 of one another EVmust decrease
to balance the equation. Since the power ratings of EVs are
independent of each other and the charging rates of EVs
vary with the SOCs of their batteries, for each EV, the charg-
ing rates of other EVs can be considered as random. Thus,
when the FM1 of an EV increases, it is expected to be an EV
whose FM1 decreases. In other words, queues in�1 and in�2

mentioned above are expected to be different queues. Fol-
lowing this rule, we have

Din�j
ðtn�jÞ > ðK � ðblog 2jc þ 1ÞÞLmax

in
; 8j ¼ 1; . . . ; r;

where r ¼ QpSTFQ
� ðtn�jÞ

�� �� and bxc is the largest integer less

than or equal to x. Since Di < 0 for all EVs in QpSTFQ
� ðtÞ, we

haveK � blog 2rc þ 1 � 0. Hence,K � blog 2 Nj jc þ 1.

APPENDIX G
PROOF OF THEOREM 3

Under pMGPS, whenever there is a load change in the
sub-grid, a new round of rate allocation is conducted for
EVs. Under sMGPS, rate allocation happens only in the
beginning of each charging period. Nonetheless, since the
charging period is short, i.e., about several minutes, the
load variations during a charging period can be consid-
ered as random. It is reasonable to assume that the expec-
tation of the load variations is zero. We prove the lemma
in two cases.

Case 1: The sub-grid capacity is constrained by transformer
capacity. Let P0ðtÞ be the power flow through the trans-
former before any EV is charged, DP0iðtÞ and DP 0

0iðtÞ be the
power flow change through the transformer after EV i is
charged under pMGPS and sMGPS, PiðtÞ and P 0

i ðtÞ be the
charging rates of EV i under pMGPS and sMGPS. Based
on [14], linearity is an adequate approximation to the volt-
age and thermal sensitivities of users. Under pMGPS, we
have DP0iðtÞ ¼ aiPiðtÞ. Let C be the transformer capacity.
Then, we have
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C � P0ðtÞ ¼
X

i2NðtÞ
DP0i ¼

X
i2NðtÞ

aiPiðtÞ ¼ xðtÞ
X

i2NðtÞ
aiwi;

(11)
where xðtÞ ¼ PiðtÞ

wi
for all i 2 NðtÞ.

Since sMGPS is a virtual system, it impacts the power
flow change by controlling the packetized scheme, pSTFQ.
During any time interval ½t1; t2�, the total energy charged for

EV i under sMGPS is W sMGPS
i ðt1; t2Þ ¼

R t2
t1
PiðtÞdt. Then, the

average possibility of turning on EV i under pSTFQ at the
beginning of charging periods is

qi ¼ W sMGPS
i ðt1; t2ÞR t2
t1
P̂iðtÞdt

¼
R t2
t1
xðtÞdtR t2

t1
yðtÞdt ; (12)

where yðtÞ ¼ P̂iðtÞ
wi

. Thus, if EVs i and j are active for any time
interval ½t1; t2�, qi ¼ qj. When t2 approaches t1, qi becomes

qiðtÞ ¼ xðtÞ
yðtÞ ¼ 1

NðtÞj j.

Under pSTFQ, we have

C � P0ðtÞ � DP 0ðtÞ ¼
X

i2NðtÞ
E½DP 0

0i�

¼
X

i2NðtÞ
aiqiðtÞP̂iðtÞ ¼ x0ðtÞ

X
i2NðtÞ

aiwi;

where x0ðtÞ ¼ P 0
i ðtÞ
wi

for all i 2 NðtÞ and DP 0ðtÞ is the unuti-
lized power due to the discrete charging rates of EVs. The
unutilized power is less than the charging rate of the lucky
EV. For any i 2 NðtÞ, since ai � 1,

E½FM2
i ðt1; t2Þ� ¼

Z t2

t1

wi xðtÞ � x0ðtÞð Þdt

¼
Z t2

t1

wiDP
0ðtÞP

i2NðtÞ aiwi
dt �

Z t2

t1

wiDP
0ðtÞP

i2N ðtÞ wi
dt:

(13)

Case 2: The sub-grid capacity is constrained by voltage. Let it
and i0t be the users with the minimum voltage in the sub-
grid under pMGPS and sMGPS respectively at time t. Let
ViðtÞ be the voltage of user i before any EVs are charged. Let
DViðtÞ and DV 0

i ðtÞ be the voltage changes of user i after EVs
are charged under pMGPS and sMGPS respectively. Similar
to Eq. (11), we have

VitðtÞ � Vmin ¼ DVitðtÞ ¼
X

j2NðtÞ
bijPjðtÞ ¼ xðtÞ

X
j2NðtÞ

bijwj;

and

Vi0t
ðtÞ � V 0

min ¼ E½DV 0
i0t
ðtÞ�

¼
X

j2NðtÞ
bijqiðtÞP̂jðtÞ ¼ x0ðtÞ

X
i2NðtÞ

bijwj;

where V 0
min ¼ Vmin þ DVmin þ DV ðP 0ðtÞÞ and DV ðP 0ðtÞÞ is the

unutilized voltage due to the discrete charging rates.
Under pMGPS, all EVs are allocated with a rate, while

under pSTFQ, only part of EVs are charged with full rates
and the rest are not charged. The charging rates of EVs
under pMGPS are distributed more evenly than those under
pSTFQ. For users with the minimum voltage before EVs are
charged, they have a higher probability of still having the

minimum voltage under pMGPS than that under pSTFQ. In
other words, the expected voltage change of EV it is smaller
or equal than the expected voltage of EV i0t, i.e.,
E½VitðtÞ � Vmin� � E½Vi0t

ðtÞ � Vmin�. Thus, we have

E½FM2
i ðt1; t2Þ� ¼

Z t2

t1

wiðxðtÞ � x0ðtÞÞdt

�
Z t2

t1

wi DVmin þ DV ðP 0ðtÞÞð ÞP
i2NðtÞ bijwj

dt:

Since DV ðP 0ðtÞÞ is the unutilized voltage due to the discrete
charging rates, the fairness gap caused by DV ðP 0ðtÞÞ is the
same as Eq. (13). Hence,

E½FM2
i ðt1; t2Þ� �

Z t2

t1

wiDVminP
i2NðtÞ bijwi

þ wiDP
0ðtÞP

i2NðtÞ wi

 !
dt:
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