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AP-Atoms: A High-Accuracy Data-Driven Client
Aggregation for Global Load Balancing

Yibo Pi , Sugih Jamin , Peter Danzig, and Jacob Shaha

Abstract— In Internet mapping, IP address space is divided
into a set of client aggregation units, which are the finest-grained
units for global load balancing. Choosing the proper level
of aggregation is a complex problem, which determines the
number of aggregation units that a mapping system has to
maintain and client redirection. In this paper, using Internet-wide
measurements provided by a commercial global load balancing
service provider, we show that even for the best existing client
aggregation, almost 17% of clients have latency more than 50 ms
apart from the average latency of clients in the same aggregation
unit. To address this, we propose a data-driven client aggregation,
AP-atoms, which can trade off scalability for accuracy and adapt
for changing network conditions. Since AP-atoms are obtained
from the passive measurements of existing traffic between server
providers and clients, no extra measurement overheads are
incurred. Our experiments show that by using the same scale of
client aggregations, AP-atoms can reduce the number of widely
dispersed clients by almost 2× and the 98th percentile difference
in clients’ latencies by almost 100 ms.

Index Terms— Client aggregation, global load balancing,
data-driven, scalability and accuracy.

I. INTRODUCTION

DNS-BASED client redirection has been adopted by many
CDN provides like Google [26] and Akamai [11]. Since

the local DNS nameserver (LDNS) of a client is typically
co-located with the client, LDNSs are used as a proxy for
nearby clients. To make redirection decisions for billions
of clients, a mapping system only needs to measure the
performance from servers to hundreds of thousands of LDNSs.
However, a recent study on Akamai’s CDN found that LDNSs
are not a good proxy for nearly 20% of client demand,
where clients use either public resolvers or LDNSs remote
to the clients [12]. To better map these clients to the clos-
est servers, Akamai rolled out the next-generation mapping
system, i.e., end-user mapping, which locates clients in the
Internet using the /24 subnets of the clients rather than
their DNS resolvers. End-user mapping is made possible by
the recent extension to the DNS protocol (EDNS), allowing
recursive nameservers to carry the subnet of clients in their
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DNS queries [6]. To take advantage of EDNS for global
load balancing, the mapping system has to estimate the path
performance from servers to millions of subnets on the Inter-
net. To maintain up-to-date path performance estimation for
millions of subnets is not scalable.

Choosing the proper aggregation of clients is to find a
good tradeoff between scalability and accuracy. Using /24 IP
blocks as client aggregations may be accurate in redirection,
but not scalable in terms of performance estimation. In con-
trast, aggregating clients by their LDNSs is scalable, but
not accurate for remote clients. IP blocks with /20 network
prefix have been proposed to be a good tradeoff between
scalability and accuracy [12]. Clients can also be aggregated
by their geographic locations [29] and BGP routing paths [22].
In this paper, we use Internet-wide measurements provided by
a commercial global load balancing service provider to study
the performance of existing client aggregations.

We find that even for the best existing aggregation, almost
17% of clients have latency 50 ms apart from other clients.
By studying the causes for widely dispersed clients, we find
that the wide dispersal of client latencies in existing aggre-
gations are caused by aggregating clients based on attributes
other than path performance. To address this, we propose
AP-atoms. AP-atoms are data-driven and group clients based
directly on their path performance (e.g., latency) to servers.1

Since the path performance between clients and servers can
be passively measured from user traffic available to service
providers [14], AP-atoms can be obtained without incurring
extra measurement overheads. To obtain AP-atoms, we use
machine learning algorithms to identify distinct latency pat-
terns and cluster clients based on these patterns. Besides the
next-generation mapping system, AP-atoms also have potential
uses in other emerging applications, e.g., consumer cloud
storage [15], that could benefit from the scalable and accurate
estimation of path performance between clients and servers.

Our contributions are summarized as follows:
• To the best of our knowledge, we are the first to conduct

a comparative study of the performance of existing client
aggregation methods.

• We propose a data-driven aggregation method that can
flexibly trade off scalablity for accuracy. The method
relies on the passive measurements of existing traffic
between service providers and clients and thus incurs no
extra measurement overheads. The data-driven property

1In the literature, performance measurements are commonly used to estimate
performance between servers and pre-determined client aggregations for better
load balancing [9], [26], but not used to obtain client aggregations.
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enables our mechanism to dynamically adapt to changing
network conditions.

• We propose to use the modes of round-trip times (RTTs)
as latency and use machine learning algorithms to identify
different latency patterns of clients.

II. EXISTING CLIENT AGGREGATIONS

To motivate this study, we first compare the performance
of existing client aggregations. To our best knowledge,
these existing aggregation methods have been studied sepa-
rately [12], [20], [24], [29], but there has been no comparative
study of the four methods. We use Internet-wide measurements
from a commercial global load balancing service provider
for the comparative study. Our dataset includes 30 days of
measurements. Each day’s data contains about 1.5 billion mea-
surement records, occupying approximately 550 GB. Clients in
our dataset cover 86% of countries in the world and are from
4.2 million /24s. Path latencies are measured between these
clients and 160 sites of CDN and cloud service providers,
including Akamai, Amazon, Google, Level3 and Microsoft
Azure, and others. Our dataset only includes measurements
on network performance (e.g., RTT and throughput) and does
not contain any sensitive information about clients (e.g., traffic
content and passwords). Further, individual addresses (32-bit
addresses) are anonymized with the last byte of addresses
masked for privacy. In other words, addresses in our dataset
are represented as /24 IP blocks. More details on our dataset
are presented in Appendix A.

The general principle in client aggregation is to pool
together clients that are similar. Existing aggregations define
client similarity mainly based on one of four attributes:
(1) geographic locations, (2) fix-sized prefixes, (3) BGP rout-
ing paths, or (4) LDNSs. Using the first attribute, clients
within a given geographic radius are gathered together
into geo-blocks [29]. Aggregation by the second attribute
simply groups clients by the first k bits of their IP
addresses. Researchers studying Akamai’s end-user mapping
suggested /20 prefixes as a good tradeoff between scalability
and accuracy [12]. Aggregation by the third attribute exploits
shared BGP routing paths amongst clients. Since clients within
the same routable prefix share a portion of their BGP paths,
it is reasonable to aggregate clients into routable BGP prefixes.
Aggregation by the fourth attribute is commonly used by
CDNs, where clients using the same LDNS are aggregated
into the same aggregation unit [12], [26].

Using our dataset, we simulate the use of aggregation
methods above in real systems. In Internet routing, routers
choose next hops using the longest prefix match. Packets sent
from a server to a client are routed to the prefix that shares the
longest common bits with the client’s IP address. The latency
along the routes is the latency between the server and the
client. We thus use the latency measurements between clients
and servers in our dataset to simulate the latency along the
routes in Internet routing. To compare the performance of the
four client aggregation methods, we present a metric referred
to as latency dispersion, which measures the differences in
latency between clients in the same aggregation unit. We study
the performance of existing client aggregations in terms of
latency. The same concept of dispersion applies to other
performance metrics such as bandwidth and packet loss.

Fig. 1. Illustration of latency dispersion. (a) Latency dispersion of clients.
(b) Impact of dispersion.

A. Latency Dispersion

As shown in Figure 1(a), an aggregation unit is an aggre-
gation of clients. Given a server, we can have two types of
latencies: 1) the latency from each client in the aggregation
unit to the server and 2) the latency from the aggregation unit
as a whole to the server.2 For scalable management of the
Internet, client redirections are determined by the latencies
of aggregation units to servers [12], [26]. To understand
the effects of using latency of aggregation units to perform
redirection for all clients inside the unit, we define two metrics
for both clients and aggregation units as follows.

The dispersion of a client to a server is the difference
between the latency of the client to the server and the centroid
of the aggregation unit to the server, where the centroid is the
average latency of clients in the aggregation unit. The disper-
sion of clients tells us how many clients are far away from
other clients in the same aggregation unit in terms of latency.
The dispersion of an aggregation unit to a server is the largest
dispersion among all clients in the aggregation unit, which tells
us the worst performance of existing aggregation units. We use
the largest dispersion instead of a percentile-based one because
the sizes of aggregation units range from a few to thousands
of clients and the percentile-based dispersion is biased against
small ones, where each client takes a significant portion of its
aggregation unit.3 More importantly, using largest dispersion
gives us a worst-case performance for aggregation units.
We use largest dispersion only in comparing the performance
of aggregation methods, not part of aggregation methodology.

Figure 1(b) shows an example on the impact of dispersion
on server selection. Based on latencies, server 1 is a better
choice than server 2 for the aggregation unit. However, since
the dispersion of the aggregation unit to server 1 is 100 ms,
directing all clients in the unit to server 1 will cause some
clients to experience 50 ms larger latency than if they had
been redirected to server 2. We want to use latency dispersion
as a metric to indicate the quality of aggregation units. Small
latency dispersion enables an accurate estimation of latency to
aggregation units and thus an accurate server redirection. Since
clients in an aggregation unit could be redirected to mutliple
servers, we prefer that the dispersion of the aggregation unit to
all possible servers be small. Although latency dispersion may

2In [26], one client in the aggregation unit is selected randomly and its
latency is considered as representative of the unit.

3For large aggregation units, we could have a small portion of clients far
away from others, but we do not consider them as outliers, in contrast,
representatives of a small group of clients that are aggregated improperly.
The reasons for this are that 1) the clients we can use to calculate dispersion
for large aggregation units only takes a small portion of all clients in the
units, which implies that the actual dispersion could be larger, and that 2) the
latencies of clients are accurately identified as shown in Section IV-C.
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Fig. 2. Latency dispersion to a single server.

give us false positive results4 in some cases, these cases cover
at most 0.8% of clients for all aggregation methods. In the
following, we first show the latency dispersion of existing
client aggregations to a single server and the maximum latency
dispersion to all servers.

1) Latency Dispersion to a Single Server: We use the
database of routable BGP prefixes from CAIDA [4] for
aggregation by BGP routing paths and the IP-to-location
database from IP2Location [17] for aggregation by geographic
locations. We use /20 IP blocks for fix-sized prefixes and
aggregate clients by their LDNSs. Addresses in the IP-to-
location database are represented as IP blocks and each IP
block has an estimated location. For comparison with other
aggregations, we aggregate IP blocks into geo-blocks that have
a distribution of prefix size similar to BGP prefixes, where IP
blocks in the same geo-block have locations in a circle with a
radius less than 200 miles. We compare the latency dispersion
of the four aggregation methods above on two granularities:
aggregation units and clients. Since the last byte of addresses
in our dataset is anonymized for privacy reasons, each client in
our dataset is a /24 IP block, which is actually an aggregation
of individual addresses (32-bit).

To calculate latency dispersion, we use the latency mea-
surements from all clients to one server.5 Among all clients,
we have obtained 1.7 million clients that have stable laten-
cies (i.e., the single-mode latency in Figure 5(a)) to the
server. For comparison among aggregation methods, we group
these clients to aggregation units for each aggregation method
respectively. For LDNS, clients using the same LDNS are in
the same aggregation unit. For BGP prefixes, /20 IP blocks
and geo-blocks that are represented as prefixes, we use the
longest prefix match to group clients. Each client is mapped
to the aggregation unit having the longest common prefix
with the client’s address. Then, we calculate the disper-
sion of clients and aggregation units. Figure 2(a) shows the
cumulative distribution function (CDF) of latency dispersion
of aggregation units to the server. BGP prefixes in general
have smaller dispersion than other aggregations, but still have
a significant percentage (about 14%) of aggregation units
with dispersion larger than 50 ms. Following the study of
Google’s CDN [26], we use 50 ms as a threshold to indicate
a significant difference in latency. Looking at the distribution
of latency dispersion of clients in Figure 2(b), /20 IP blocks

4False positive results occur when clients in an aggregation unit use the
same gateway (not middleboxes, see Section III-C1) to the rest of the Internet
and have different path performance. Such clients would have large dispersion
(larger than 50 ms) to all servers.

5Using latency measurements to other servers gives us similar results, not
presented here. We do not average latency dispersion of clients over servers
because each client has communications with a different set of servers.

Fig. 3. Maximum latency dispersion to multiple servers.

have smaller dispersion than other aggregations. About 6% of
clients in /20 IP blocks have dispersion larger than 50 ms.
Moreover, the distribution of dispersion of clients has a long
tail, where the 99-th percentile dispersion is about 150 ms for
all aggregations. In Figure 2(a), BGP prefixes and geo-blocks
include a portion of aggregation units with zero dispersion.
This is due to half of aggregation units from BGP prefixes
and geo-blocks being of size /24, comprising of only one client
each.

2) Latency Dispersion to Multiple Servers: In global load
balancing, since clients of an aggregation unit could be
directed to one of a set of candidate servers [3], the worst-case
performance of clients is determined by the server to which
the aggregation unit has the maximum dispersion among all
candidate servers. Thus, we want to know the maximum
dispersion of aggregation units and of clients to multiple
servers. To calculate the maximum dispersion, we use latencies
from clients to all 10 servers. Among all clients, we have
obtained 2.3 million clients having stable latencies to at least
one server. The dispersion of clients to each server is first
calculated. If a client has no measured latency to a server, the
dispersion of the client to the server is considered undeter-
mined. Each client then will have dispersions calculated for
up to 10 servers. Among these dispersions, the maximum one
is used as the maximum dispersion of clients. Recall how we
obtained the dispersion of aggregation units to each server
from the dispersion of clients. Similarly, we can obtain the
maximum dispersion of aggregation units. Figure 3(a) shows
the distribution of the maximum dispersion of aggregation
units to the 10 servers. BGP prefixes and geo-blocks have
smaller dispersion than /20 IP blocks and LDNS,6 but almost
26% of BGP prefixes and geo-blocks have dispersion larger
than 50 ms to at least one server. Figure 3(b)shows that about
17% of clients in /20 IP blocks and geo-blocks have dispersion
larger than 50 ms to at least one server.

Comparing Figures 3(a) and 3(b), we can see that even
though BGP prefixes and /20 IP blocks have similar latency
dispersion of clients, BGP prefixes have 20% more aggre-
gation units with dispersion less than 50 ms than /20 IP
blocks do. This is because BGP prefixes and geo-blocks
have 40% of aggregation units with zero dispersion, where
98% of these aggregation units are /24s. However, compared
to /20 IP blocks, BGP prefixes and geo-blocks both have
very large aggregation units, which could easily have large
dispersion if clients included are not similar. Indeed, among
the aggregation units with dispersion larger than 250 ms in
BGP prefixes, 73% are of size at least /19 while only 7%

6Since geo-blocks and BGP prefixes are similar in the distribution of prefix
sizes, they are close in dispersion in Figure 2 and 3.
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Fig. 4. Distribution of the pruned ratio.

are of size /22 or smaller. Similarly, among aggregation units
with dispersion larger than 250 ms in geo-blocks, 80% are of
size at least /19 and only 4% are of size /22 or smaller. As the
numbers show, aggregating clients by attributes could result in
widely dispersed clients, regardless of aggregation unit sizes.

B. Causes for Large Dispersion

An aggregation unit has large dispersion when a small por-
tion of clients (minorities) have latencies significantly different
from other clients in the same aggregation unit,7 or when the
aggregation unit is overlarge and includes clients that should
be divided into smaller aggreagation units (over-aggregation).

1) Identifying Minorities and Over-Aggregation: To study
the two causes, we look at the aggregation units with dis-
persion larger than 50 ms and determine the minimum set
of clients that must be pruned to obtain dispersion less than
50 ms. We use a greedy algorithm to minimize the number of
clients in the pruned set. The greedy algorithm starts from all
the clients in the aggregation unit and first prunes the client
that has latency furthest from the average latency of clients.
Then, the process is repeated with the rest of the clients until
the dispersion of the aggregation unit is less than 50 ms. Then,
we calculate the ratio of the number of clients in the pruned
set to the total number of clients (pruned ratio).

Figure 4 shows the distribution of pruned ratios for the
four aggregation methods. We consider an aggregation unit
as containing minorities if they have a pruned ratio 0.1 or
less. Since a /20 IP block includes at most 16 /24 clients,
almost no /20 IP blocks have a pruned ratio less than 0.1.
Of the other aggregation methods, only 25% to 31% of their
aggregation units have a pruned ratio less than 0.1. Since small
aggregation units include a fewer number of clients, they are
less likely to have a small pruned ratio. Among aggregation
units with a pruned ratio less than 0.1, over 84% of them
are of size at least /18 for BGP prefixes and geo-blocks. If we
now consider aggregation units with a pruned ratio larger than
0.2 to be due to over-aggregation, over 40% of aggregation
units have large dispersion due to over-aggregation for all
aggregatiom methods. Since each client takes a significant
portion in small aggregation units, small aggregation units
with large dispersion are more likely due to over-aggregation.
Among aggregation units of size /18 or larger, 10% of geo-
blocks, 9% of BGP prefixes and 4% of aggregations by LDNSs
with large dispersion are due to over-aggregation.

2) Inflexibility of Existing Aggregations: Existing aggrega-
tion methods partition Internet address space by clustering

7We have verified that atypical latencies are not the reason to large
dispersion. Among aggregation units with large dispersion, less than 2% of
them include minorities that could experience atypical latencies (20 ms larger
than latencies in neighboring periods) such as caused by network congestion.

clients similar in certain attributes. The attributes do not
necessarily reflect path performance of clients. Moreover,
given an attribute by which clients are aggregated, partitioning
of the address space is fixed, not adaptive to changing network
conditions. This inflexibility of partitioning causes the minori-
ties and over-aggregation problems. In this section, we analyze
the relationship between inflexible address space partitioning
due to the use of arbitrary, non-performance related attributes
and the presence of minorities and over-aggregation.

Minorities and over-aggregation are due to clients’ having
large distances in their latencies (latency distance). We now
study how latency distance relates to the distance in IP
addresses (address distance), i.e., how clients far away in
latency can be separated by splitting address space. We use
the same definition of address distance used by Lee and
Spring [31]. For each client in the pruned set, we choose the
top 10% furthest clients in latency and refer to them as distant
clients. Then, we calculate two address distances: 1) from the
client in the pruned set to the distant clients and 2) between
distant clients. For the first measure, we calculate the address
distance between the client and each of the distant clients,
and use the average as the address distance. For the second
measure, we calculate the address distance between each pair
of the distant clients and use the average as the address
distance.

For existing aggregation methods, we find that about
37% to 47% of minorities are closer to the distant clients in
address space than the distant clients are among themselves.
Thus to separate them from the distant clients would require
segregating them into their own, small aggregation units,
e.g., /23s. For the remaining 53% to 63% of minorities, since
they are further apart from the distant clients than the distant
clients are apart amongst themselves, we could further divide
the address space. In the case of over-aggregation, only 7%
of clients are closer to the distant clients than the distant
clients are apart amongst themselves, in address space. This
means that for most clients in the case of over-aggregation,
being far apart in latency to distant clients implies being
far apart in address space. Thus, these clients should be
easily separated from the distant clients by further dividing
the address space. In the following, we introduce AP-atoms
which takes advantage of the above observations and allow
for flexible address space boundaries that adapt dynamically
to network condition.

III. AP-ATOMS

In contrast to existing aggregation methods, AP-atoms are
data-driven aggregation. It aggregates clients based on their
latencies. Each AP-atom includes clients with similar laten-
cies. The similarity in latencies, which determines the disper-
sion of clients, can be controlled depending on the require-
ments on the accuracy of client redirection. Since AP-atoms
aggregate clients based on their latencies and the latencies
of clients change with network events, e.g., route changes,
AP-atoms dynamically adapt to changing network conditions,
resulting in high-accuracy aggregation. Futher, AP-atoms are
server-independent: the dispersion of aggregation units and
of clients is small whichever server they are redirected to.
To achieve server-independence, we find a set of aggregation
units that have small dispersion from the view of each single
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Fig. 5. Four patterns of latencies. (a) Single mode. (b) Non-overlapping
modes. (c) Overlapping modes. (d) No mode.

server, referred to as AP-atom candidates. Then, we merge
the view of each server (i.e., AP-atom candidates) to obtain
AP-atoms.

A. AP-Atom Candidates: Single-Server View

AP-atom candidates are generated from clusters of clients
with similar patterns in their latency measurements. Before
discussing how to cluster clients based on their latency pat-
terns, we first present latency patterns and the idenfication of
latency patterns. We start with the latencies between a server
and its clients, which can be obtained, for example, from the
TCP round-trip time estimates of the clients’ connections at
the server. Client latencies, observed over time, change with
network events and thus have different patterns.

1) Latency Patterns: Before introducing patterns in latency
measurements, we first discuss how to determine latency.
When an individual address (a 32-bit IP address) has a large
number of RTTs available [13], [26], the minimum or median
RTT is generally used as latency. However, when this method
is used for passive measurements, it faces two problems:
1) a significant portion of individual addresses could have
an insufficient number of measurements in passive measure-
ments,8 and 2) the measurements of individual addresses could
be inflated due to network congestions, not representative for
typical latencies. To solve these problems, we aggregate RTTs
and use the collective behaviors in the aggregated RTTs to
determine latency. As the finest address prefix granularity in
our dataset is /24 for privacy purposes, we aggregate individual
addresses in the same /24 IP block. As recent work has
shown, it is possible for /24 IP blocks to include individual
addresses that are dissimilar in latencies [21]. We use the
modes of RTTs as latency, where the modes of RTTs are the
prevalent RTTs (see Section III-A2 for more details). Since
RTTs can have multiple modes, using modes instead of the
minimum or median latency helps us distinguish dissimilar
addresses within the same /24 IP block.

Figure 5 shows four patterns of RTTs taken from a client
(i.e., a /24 IP block). When individual addresses in the

8An individual address could easily have sparse data in passive mea-
surements due to 1) the individual address may have infrequent or no
communications with the servers of interest and 2) latency can be measured
passively only at limited stages of communications, e.g., during TCP’s
three-way handshake [14].

Fig. 6. An example of applying MSC to obtain MSC clusters. (a) RTT
samples. (b) MSC clusters.

same /24 block are similar in latencies, their combined RTTs
either have a single mode as in Figure 5(a) or mutliple modes
that do not overlap in time as in Figure 5(b). A single
mode occurs when RTTs are measured in a stable period
of the network, where the network could be either uncon-
gested or persistently congested. Multiple non-overlapping
modes occur when RTTs are measured in a period including
network condition changes, e.g., congestion or route changes.
As individual addresses are similar in latency, their RTTs
change with the changing network conditions, resulting in
non-overlapping multiple modes. Figure 5(c) shows a pattern
including multiple modes that overlap in time, which we
refer to as overlapping modes. Due to insufficient or noisy
measurements, the modes of RTTs could be unidentifiable,
referred to as unidentifiable modes. Figure 5(d) shows an
example of noisy RTTs, where RTTs take a large range of
values and thus no mode can be identified.

2) Identifying Latency Patterns: We identify latency pat-
terns using two machine learning algorithms, i.e., mean
shift clustering (MSC) [10] and total variation denosing
(TVD) [18]. MSC is used to cluster RTT samples, where
samples in the same cluster (called MSC cluster) are close in
values. TVD is used to determine the relations between MSC
clusters. In Figure 6(a), we use an example to show how to
obtain MSC clusters and the relations between MSC clusters.
The example shows one-day RTT trace from a /24 block to a
given server. At time 6, an erroneous sample, much less than
other samples, is marked as a cross. Before and after time 12,
there is a change of the minimum RTTs, which could be due
to a network event. After applying MSC on the RTT samples,
we obtain the MSC clusters in Figure 6(b). The erroneous
sample is isolated in MSC cluster 1. Each MSC cluster has a
peak and the RTT corresponding to the peak is the mode of
the cluster. MSC clusters 2, 3 and 5 have a much higher peak
than other clusters, indicating that they include a much larger
number of samples.

To distinguish between MSC clusters (denoted as x and y),
we identify three relations: 1) x is noise to y, i.e., x has a
much less number of RTTs than y, and RTTs in x and y are
interleaved in time, e.g., MSC clusters 1 and 5; 2) x and y
are non-overlapping, i.e., x and y are not noise to any
other clusters and their RTTs almost do not overlap in time,
e.g., MSC clusters 2 and 3; 3) x and y are overlapping,
i.e., x and y are not noise to any other clusters and their RTTs
are interleaved in time, e.g., MSC clusters 2 and 5. Only the
modes of MSC clusters that are not noise to any other clusters
are considered stable and used to calculate latency dispersion
in experiments. In the following, we use TVD to quantitatively
determine the relations between MSC clusters.
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The most well-known application of TVD is noise removal.
Given a noisy signal as input, TVD recovers the original
signal by smoothing out the noise. If the noisy signal is
denoted as r = (r1, . . . , rm), where ri is the i-th element,
the objective of TVD is to find a sequence z = (z1, . . . , zm),
an approximation to the original signal by minimizing the
following cost function,

argmin
z

m∑

i=1

|ri − zi|2 + λ

m∑

i=2

|zi − zi−1| ,

where λ is a tuning parameter penalizing the change to zi.
Given two MSC clusters x and y, we first set all RTTs in each
MSC cluster to be the mode of that cluster and then merge
the RTTs in both clusters in the order of their measured time.
Using the merged RTTs as input r to TVD, we obtain the
output z as previously described. Setting all RTTs in each
cluster to the same value before applying TVD emphasizes
the impact of one cluster on the other. If ri is in x, |zi − ri| is
then the impact of RTTs in y on ri after TVD. Let us denote
the change of ri, i.e., |zi − ri|, as Δi and use a threshold
Δth to determine if the change is significant.

After TVD, we calculate the percentages of RTTs hav-
ing significant changes in x and y, denoted as Px and Py

respectively. Let h be a threshold to determine if most RTTs
have significant changes. The relations between x and y are
summarized as follows: 1) If Px ≤ 1 − h and Py ≥ h,
most RTTs in y have significant changes, while most RTTs
in x do not have significant changes, i.e., y is noise to x.
Similarly, if Py ≤ 1 − h and Px ≥ h, x is noise to y;
2) If Px ≤ 1 − h and Py ≤ 1 − h, RTTs in x and y have
small impact on each other, i.e., x and y are non-overlapping;
3) Otherwise, overlapping. It should be noted that x and y in
the last two relations cannot be noise to any other clusters.
Using the pairwise relations between MSC clusters, we can
identify latency patterns as follows. If two MSC clusters
are overlapping, the latency pattern has overlapping modes.
If two MSC clusters are non-overlapping and other clusters
are noise to the non-overlapping clusters, the latency pattern
has non-overlapping modes. If all other clusters are noise to
one cluster, the latency pattern has a single mode.

In the algorithms above, we have three parameters λ,
Δth and h. To determine λ and Δth, we establish a relation
between them. Since RTTs in x and y are set to the mode
of each cluster respectively before merging, the merged RTTs
are comprised of alternating segments, where each segment
includes RTTs of the same value and consecutive segments
include RTTs of different values. We represent the merged
RTTs as r = (s1, . . . , sk), where si is the i-th segment, and
the number of RTTs in si as N(si). The relation between
λ and N(si) is as follows.

Theorem 1: Let dx and dy be the modes of x and y, and
the merged RTTs have k segments. For λ ∈ (0, |dx − dy| /2),
we have that Δi = λ

2N(sj)
if ri is in sj for j ∈ {1, k} and

that Δi = λ
N(sj)

if ri is in sj for j ∈ {2, . . . , k − 1}.
Proof: The proof is provided in Appendix B.

Threorem 1 tells us that the changes to RTTs depend on
the number of RTTs in their segment. We set a threshold
Nth to determine if the number of RTTs in a segment

is significant. We refer segments with at least Nth RTTs as
significant segments. Since we expect RTTs in significant seg-
ments have insignificant changes after TVD, we set the thresh-
old Δth equal to λ/Nth. The relation between λ and Δth holds
for λ between 0 and |dx − dy| /2. We thus can set λ to
any value in the range. The parameters h and Nth both
determine the percentages of different latency patterns. Higher
h and Nth result in a larger percentage of latency patterns
to be identified as having overlapping modes. As will be
discussed in later sections, to guarantee the accuracy of
AP-atoms, we prefer relatively large h and Nth. We use
h = 0.8 and Nth = 5 in our later experiments, where the
setting of Nth also considers the data density in our dataset as
discussed in Appendix A. To avoid high-variation RTTs that
are greatly inflated, we require the largest MSC cluster include
at least Nth RTTs.

3) Clustering Clients Based on Latency Patterns: After
having the latency patterns of clients, we want to cluster
clients such that clients in the same cluster have similar latency
patterns. The latency patterns of clients are identified for a
given time period and can change over different time periods,
depending on the network events in the periods. To ensure that
clients that experienced the same network event, i.e., having
the same latency pattern, can be found, we cluster clients
based on latency patterns identified for the same time period.
In the next section, we will discuss how to consolidate latency
patterns over different time periods.

Once we have identified latency patterns, we divide clients
having the same latency pattern into the same group and
cluster clients in each group seperately. For clients with over-
lapping modes, since they already include individual addresses
with dissimilar modes, we consider that each of them is a
cluster by itself. Due to the data granularity limitation of our
dataset, even if we find that addresses in some /24 clients
have a distance between latencies greater than the predefined
threshold, we cannot further split these clients into smaller
clusters. Nonetheless, this is a limitation of our dataset, not
our method. Our method can be used to split /24 clients if
the measurements of individual addresses in the /24 block are
available. For clients with non-overlapping modes, we deter-
mine if two clients should be in the same cluster by merging
the RTTs of the two clients and then checking the latency
pattern of the merged RTTs. If the merged RTTs continue to
have non-overlapping modes, the two clients shoud be in the
same cluster; otherwise, they are in different clusters. Two
clients with non-overlapping modes are in the same cluster
only if the modes of latencies of the two clients are similar
both in values and in time duration. The degree of similarity is
determined by the TVD algorithm discussed above. To cluster
clients with a single mode, we use the quality threshold (QT)
clustering algorithm [30]. Since all clients only have a single
mode, each of them is associated with the value of the mode
and the QT algorithm clusters clients based on the values of
their modes. The QT algorithm takes the pre-defined threshold
as a parameter for clustering. After clustering, clients in the
same cluster have difference in modes less than the pre-defined
threshold.

Since the algorithms to identify latency patterns and the QT
algorithm are of superlinear complexity [2], [10], clustering
all clients together is of high complexity. We thus divide the
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Internet address space into prefixes of proper size, which we
refer to as the top prefix, and cluster clients using the QT
algorithm only within each top prefix, not across them. For
the sizing of top prefixes, there is a tradeoff between scala-
bility and computational complexity. As will be discussed in
Section III-A5, the number of top prefixes affects the number
of AP-atoms. Considering both scalability and computional
complexity, we use /16s as top prefixes and need 45K /16s to
cover the entire Internet address space of the 592K routable
BGP prefixes provided by CAIDA.

4) Evolution of Client Clusters: Given a server, we can use
latency patterns of clients in a single period to obtain the
clusters of clients in that period (single-period clusters). Due
to changing network conditions and the emergence of new
clients, single-period clusters can only reflect the similarity of
clients in one period. For each top prefix, we want a set of
client clusters that dynamically adapts to the changing network
conditions and cumulatively accommodates new clients. Fur-
ther, since the latency patterns of clients could be misidentified
in any one time period, we want to be able to correct the
misidentification over time. We refer to such client clusters
as cumulative clusters. As cumulative clusters use latencies
of clients from multiple (both past and current) periods,
cumulative clusters include more clients than single-period
clusters and more accurate latency patterns of clients.

Suppose we want to obtain the cumulative clusters in the
(n + 1)-st period. We first consolidate clients in the cumu-
lative clusters in the n-th period together with clients in the
single-period clusters in the (n+1)-st period, and then correct
the latency patterns of clients that are misidentified. The cumu-
lative clusters in the n-th period are obtained from the latency
patterns of clients from the first to the n-th periods. When
n is equal to 1, the cumulative clusters are the single-period
clusters in the first period. Depending on whether a client has
identifiable latency patterns on the n-th and (n + 1)-st time
periods, we have three cases (not including the case when the
client has no identifiable latency patterns on both periods).
For each case, we must treat clients differently based on their
latency patterns.

In the first two cases, a client has an identifiable latency
pattern in the (n + 1)-st period. We cluster the client using
the latency pattern and record the latency pattern for cor-
rection later. In the third case, a client has no identifiable
latency pattern in the (n + 1)-st period. We want to use
the client’s latency pattern in the n-th period to infer the
one in the (n + 1)-th period for the consolidation. More
specifically, in the first two cases, if the client has overlapping
and non-overlapping modes, the client is in the single-period
cluster of the client in the (n+1)-st period, where single-period
clusters are obtained by clustering clients based on their
latency patterns in that period. If the client has a single mode,
we calculate the moving average of the mode and use the
moving average to cluster the client with other single-mode
clients later. Using moving average is to smooth the mode
and thus be more resilient to atypical modes.

In the third case, if the client has overlapping modes in
the n-th period, it is a cluster by itself in the (n + 1)-st
period. If the client has a single mode, the moving average
of its mode in the n-th period carries to the (n + 1)-st period
and the moving average is used to cluster the client with

other clients. If the client has non-overlapping modes, we
check if the client is in the same cumulative cluster with
other clients in the n-th period, referred to as in-cluster clients.
If there is no in-cluster client, the client is a cluster by itself
in the (n + 1)-st period. If in-cluster clients exist, we use the
most frequent pattern of these clients in the (n + 1)-st period
as the latency pattern of the client. It is possible that none of
the in-cluster clients have identifiable pattern in the (n+1)-st
period or the most frequent pattern still has non-overlapping
modes. In this case, the client and its in-cluster clients are still
in the same cluster in the (n+1)-st period. If the most frequent
pattern has overlapping modes, the client is in a cluster by
itself in the (n+1)-st period. If the most frequent pattern has a
single mode, the average mode of the in-cluster clients is used
as the mode of the client in the (n+1)-st period. We calculate
the moving average using the mode for the client and use the
moving average to cluster the client with the other clients later.

After the operations above, clients in the n-th and (n +
1)-st periods are consolidated. We record the most recent
latency pattern (i.e., the one in the (n + 1)-st period) and
correct the latency patterns of clients to their most frequent
latency patterns in record if the most recent one differs
from the most frequent. This is to avoid the possibility that
the most recent latency pattern is misidentified. However,
we do not correct the latency patterns of clients if their most
frequent latency patterns are non-overlapping modes, as non-
overlapping modes are temporary due to network events.
Since clients with non-overlapping and overlapping modes
are already clustered, we must cluster clients with a single
mode using the QT algorithm, which operates on the moving
averages of their modes. All the resulting clusters combined
comprise the cumulative clusters of clients in the (n + 1)-st
period. In the following, we use cumulative clusters to get
AP-atom candidates and simply refer to cumulative clusters
as clusters.

5) AP-Atom Candidates: Optimal Prefix Splitting: After
clustering, we obtain clusters including clients with similar
latency patterns to a given server. However, these clusters only
include clients with identifiable latency patterns in our dataset.
We cannot directly use these clusters for global load balancing.
Instead, we use them as a guide to generate a set of prefixes
that cover the entire Internet address space.

Given a server, we can have a set of client clusters in each
top prefix. Our goal is to find the minimum set of prefixes
(i.e., AP-atom candidates) for each top prefix such that 1) these
prefixes can cover the entire address space of the top prefix
and 2) using the longest prefix match, clients in the same
cluster are matched into the same prefix and clients in different
clusters are matched to different prefixes. The longest prefix
match algorithm [28], widely used for Internet routing, always
finds the prefix that shares the most number of common bits
with the address of the client. This property guarantees that
even when one prefix is included in another prefix, the client
can still be matched to the correct one. In the following,
we refer to this problem as optimal prefix splitting.

To obtain the minimum set of prefixes, we construct a binary
tree from all the prefixes covered by the address space of the
top prefix. Each node in the tree is a prefix, where the root
of the tree is the top prefix and the leaves are /24 clients.
The children of a prefix /x are two /(x + 1) prefixes that
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evenly split the /x prefix. Clusters of /24 clients are indexed
and each /24 client, if it has an identifiable latency pattern,
is associated with the number of the cluster that the client is in.
Clients in the same cluster have the same cluster number and
must be matched to the same prefix. Clients with no identifable
pattern has no cluster number and can be matched to any prefix
depending on how the address space is split. Among all the
nodes in the tree, we want to select the minimum number
of nodes that can achieve the optimal prefix splitting, where
the prefixes at the selected nodes comprise the minimum set
of prefixes. For each node in the tree, we have two choices,
either selecting the node or not.

Let us start the node selection from the top prefix. If the
top prefix is not selected, the minimum set of prefixes is
the union of the minimum sets of prefixes needed to achieve
the optimal prefix splitting for the left and right children of
the top prefix. If the top prefix is selected, there could be
multiple clusters of clients in the subtree of the root node,
where the subtree of a node consists of the node and all
descendents of the node. We must determine which cluster
of clients the top prefix should cover under the longest prefix
match. Because clients in different clusters should be matched
to different prefixes, each prefix can only cover one cluster.
Suppose the top prefix is selected to cover the i-th cluster.
To guarantee that clients in the i-th cluster are matched with
the top prefix under the longest prefix match, for other prefixes
we must select the largest ones whose subtrees do not include
clients in the i-th cluster; otherwise, since these prefixes are
smaller than the top prefix, clients in the i-th cluster in the
subtree of these prefixes will be matched with them rather
than the top prefix under the longest prefix match. We refer
to such prefixes as complementary prefixes to the top prefix.
To generalize the definition, the complementary prefixes to
a prefix are the largest prefixes that are in the subtree of the
prefix and do not include any client from the cluster covered by
the prefix under the longest prefix match. When the top prefix
is selected, the minimum set of prefixes to achieve the optimal
prefix splitting is the top prefix and the union of the minimum
set of prefixes needed for each complementary prefix to the
top prefix, where the set of complementary prefixes depends
on which cluster the top prefix covers.

From the selection process above, we can see that the
problem of optimal prefix splitting can be divided into similar
subproblems. We can use dynamic programming to solve the
problem as follows. Suppose we have a node u and want to
know the optimal splitting of the prefix at node u. We denote
the minimum number of prefixes needed as Fopt(u). The set
of prefixes that achieve the minimum number of prefixes is the
minimum set of prefixes. We denote the number of prefixes
needed by selecting node u as Fin(u, i), where i is the cluster
number of the clients that the prefix at node u must cover under
the longest prefix match. We index clusters from 1 and use
Fin(u, 0) for the case that no cluster is included in the subtree
of node u. Suppose the i-th cluster is chosen to be covered
by the prefix at node u. We denote the set of complementary
prefixes to the prefix at node u as Pu,i. The subtree of each
complementary prefix includes a set of clusters—the set may
be empty. We denote the set of clusters in the subtree of node
v as Sv , where Sv is empty if no cluster is in the subtree of
node v. If node u is not selected, no cluster is covered by the

prefix at node u and the optimal splitting is determined by
the children of node u, denoted as Cu. We denote the number
of prefixes needed by not selecting node u as Fout(u). Thus,
the optimal solution is:

Fopt(u) = min {mini∈Su {Fin(u, i)} , Fout(u)} ,

where mini∈Su {Fin(u, i)} is the minimum number of prefixes
among all cases when different clusters in the subtree of
node u are chosen to be covered. Based on the selection
process, we also have that

Fin(u, i) = 1 +
∑

v∈Pu,i

Fopt(v)

and

Fout(u) =
∑

v∈Cu

Fopt(v).

We use dynamic programming to compute the optimal
solution. When traversing the binary tree, we stop at a node
either when the subtree of the node includes no cluster or a
single cluster. Suppose we stop at node v. If node v includes
no cluster, we set Fin(v, 0) = 1, because no further search is
needed. If node v includes a single cluster and the cluster
number is i, we set Fin(v, i) = 1. In both cases, we set
Fout(v) to ∞ such that the prefix at node v must be included to
guarantee that either the entire address space is covered or each
cluster is covered by a prefix. After we obtain the minimum
set of prefixes, each prefix is an AP-atom candidate.

B. AP-Atoms: Multi-Server View

We now have a set of AP-atom candidates for each server,
where clients in the same AP-atom candidate have small
distances between their latencies to the server. Since the sets
of AP-atom candidates to different servers may be different,
we next merge these sets to obtain AP-atoms. The goal of this
merging operation is to achieve server-independence. Under
the longest prefix match rule, the merging can be easily done
by combining the set of AP-atom candidates of each server.
Suppose we have a client that is in the prefix a1.b1.c1.d1/x1 to
server 1 and is in the prefix a2.b2.c2.d2/x2 to server 2. For the
two prefixes, since they cover the same client, the larger prefix
must include the smaller one, i.e., the address space covered
by the smaller prefix is within the address space covered
by the larger one. After combining the sets of AP-atom
candidates, we have both prefixes in the set of AP-atoms.
Under the longest prefix match rule, the client is matched to
the smaller prefix. Since the larger prefix includes the smaller
one, the client is also in the larger prefix and thus has small
dispersion to both servers.

Combining AP-atom candidates to each server gives us the
set of AP-atoms, but this set includes many empty prefixes,
i.e., the ones that no clients are matched to. In other words,
the address space covered by an empty prefix is the combi-
nation of the address spaces covered by other small prefixes.
For instance, if the set of AP-atoms includes a /x prefix and
two /(x + 1) prefixes that evenly divide the address space of
the /x prefix, the /x prefix is an empty prefix. After pruning
all empty prefixes, we obtain the finalized set of AP-atoms.
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C. Discussions on AP-Atoms

We know how to obtain AP-atoms, but it is unclear how
AP-atoms perform under specific network scenarios: middle-
boxes, high-variation latencies and network changes.

1) Aggregating Clients Behind Middleboxes: Middleboxes
generally hide their clients’ addresses from external networks.
When a server communicates with clients behind a middlebox,
only the public addresses (i.e., publicly routable addresses)
of the middlebox are visible to the server. From the server’s
perspective, all measurements are from the same address.
If these measurements exhibit a single latency (e.g., clients
behind a NAT have similar latencies to the server), the public
address is further aggregated with other clients based on the
latency. In contrast, if these measurements exhibit more than
one latency (e.g., clients behind a NAT have evenly distributed
latencies from 100 to 200 ms to the server), the public address
will be treated as a seperate aggregation unit. In AP-atoms,
middleboxes that hide the private addresses from the rest of
the Internet implicitly aggregate these private addresses behind
them. Nonetheless, middleboxes can be further aggregated to
reduce the number of aggregation units that a mapping system
has to maintain. The potential improvements of AP-atoms are
discussed in Section III-C4.

2) Aggregating Clients With High-Variation Latencies:
Clients could have various path performance depending
on their network conditions. Clients in mobile networks
(e.g., cellular) are prone to experiencing more variations
in latency than those in wired networks. For clients with
high-variation latencies, if they are behind a middlebox, they
will be aggregated by the middlebox as discussed above.
In celluar networks, a majority of clients (70% in [27]) are
reported behind a middlebox and have private addresses. For
clients with public addresses, if they have large-variation laten-
cies, AP-atoms will group them into small aggregation units.
To understand the resilience of AP-atoms to latency variations,
we conduct experiments in Section IV-C, which shows that
our algorithm is able to identify latency patterns even when
30% of samples are inflated by 50% on average. As AP-atoms
aggregate clients starting from /24 blocks. The worst case is
that AP-atoms treat each /24 block as an aggregation unit,
which increases the total number of aggregation units. This
weakness of AP-atoms can be overcome if combined with
active probing as discussed in Section III-C4.

3) Impact of Network Changes on AP-Atoms: When net-
work conditions change, the performance of clients using the
network might be affected, but no re-grouping of clients is
needed if clients in the aggregation unit still have similar
path performance after the change.9 Only when network
changes cause parts of an aggregation unit to have different
performance than the others, clients in that aggregation unit
should be re-grouped. Since AP-atoms group clients based on
measurements, the re-grouping of clients requires new mea-
surements be collected after the change. If a network change
is long-term, AP-atoms would be updated to accommodate
the change after it is detected. On the other hand, if the
network change is transient, the update of AP-atoms may not
be responsive to the change. The time taken to collect sufficient
new measurements for re-grouping clients depends both on the

9The reasons for this could be that clients take a new path with the same
performance or that the performance of clients is changed by the same amount.

Fig. 7. Impact of network changes on client aggregation.

portion of clients affected by the change and the traffic rates
of clients. An experimental study on the responsiveness of
AP-atoms to network changes is provided in Section IV-C.

In Figure 7, we use route changes as an example of network
changes to show how client aggregation is affected. Before the
route changes, all clients in autonomous system AS1 take a
path traversing gateway G1 and AS2 to the server (represented
by the solid line) and have similar latencies. The first route
change occurs between two routers in AS2. Since all clients
still share the same path to the server, the performance of
clients is changed equally and thus no client re-grouping is
needed. The second route change causes clients C3 and C4 to
use a new gateway G2 to the server. If the new path increases
the latency to the server, clients C3 and C4 will be re-grouped
into a separate aggregation unit. In contrast, if the route change
does not affect the latency to the server, all clients remain in
the same aggregation unit.

4) Weaknesses and Improvements of AP-Atoms: AP-atoms
are obtained from passive measurements, which incurs no
extra measurement overheads. Unfortunately, this also leads
to several weaknesses of AP-atoms: 1) AP-atoms aggregate
clients with high-variation latencies into small aggregation
units, which impacts the scalability of AP-atoms; 2) AP-atoms
cannot promptly react to abrupt network changes, e.g., a BGP
routing change. The responsiveness of AP-atoms to network
changes is determined by the traffic rates of clients; 3) since
AP-atoms aggregate clients based on measurements, if the
network has few measurements available, AP-atoms may not
be accurate for clients in that network. These weaknesses can
be overcome by using targeted active probing to complement
AP-atoms [12]. Suppose we find a large IP block consisting
of small aggregation units, each of which includes clients
with high-variation latencies. It is possible that this large IP
block includes addresses from cellular networks. We can send
probes to discover if the clients in this large IP block are
similar in topology (e.g., using the same gateway connecting
with the Internet).10 Similarly, we can complement passive
measurements with active measurements to be more responsive
in detecting network changes. The sending rate of active
probes is determined by the requirements on responsiveness.

5) Extension of AP-Atoms to IPv6 Networks: AP-atoms are
specifically designed for IPv4 networks. Since IPv6 has a
much larger address space that is presently more sparsely allo-
cated and carries much less traffic than IPv4 [19], the proper
use of AP-atoms for IPv6 networks remains an interesting
future research topic.

IV. PERFORMANCE EVALUATION

We use 30 days of latency measurements between clients
and 10 servers in September 2015, where the locations of

10It has been reported that major cellular carriers in US connect their
networks with the Internet through a few ingress points [31].
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Fig. 8. Locations of servers.

servers are shown in Figure 8. Due to data sparsity, as dis-
cussed in the Appendix A, we divide 30 days into 15 two-day
periods and use measurements from two consecutive days
to identify latency patterns. To avoid atypical latencies,
we smooth the latencies by their moving average with the
typical weights of moving average in TCP. To present the
capability of AP-atoms in trading off scalability for accuracy,
we obtain three sets of AP-atoms using different pre-defined
thresholds for the QT algorithm. The numbers of AP-atoms
on these sets are chosen to be on scales that are larger than,
equal to, and smaller than the number of aggregation units
under existing aggregation methods respectively. Each set of
AP-atoms is compared against existing aggregation methods
in terms of scalability and server-independence.

A. Scalability of AP-Atoms

We look at the scalability of AP-atoms in three aspects:
1) the scaling of AP-atoms over time, 2) the scaling of
AP-atoms over the number of servers and 3) the distribution of
prefix sizes of AP-atoms. The third aspect tells us the reasons
for the advantages of AP-atoms over existing aggregation
methods in terms of scalability.

1) Scaling of AP-Atoms Over Time: Since AP-atoms evolve,
we want to know the scaling of AP-atoms over time and the
factors that affect the number of AP-atoms. Figure 9(a) shows
the number of AP-atoms over 15 periods, where AP-atom(k)
denotes the AP-atoms obtained by setting the pre-defined
threshod equal to k ms, meaning that the radius of clusters
in the QT algorithm is less than k ms. In general, as the
period number increases, the total number of AP-atoms under
all thresholds increases. The increment is mainly caused by
the appearance of new clients, clients that never have an
identifiable latency pattern in the previous periods. Depending
on the latency patterns, new clients can cause the number of
AP-atoms to increase in three ways: 1) If the new client has
a single mode and the mode is far away from the modes of
other clients, a separate cluster will be needed for the client.
2) If the new client has non-overlapping modes not similar
to the latency patterns of other clients, the client will be in a
separate cluster. 3) If the new client has overlapping modes,
the new client will be in a separate cluster by itself.

Figure 9(b) shows the number of new clients in each
period. In the first five periods, there are at least 100K new
clients in each period and even until the last period, there
are still about 20K new clients. When the number of new
clients becomes stable at the 10-th period, the number of

AP-atoms(50) and AP-atoms(75) increases slowly. In con-
strast, AP-atoms(35) are sensitive to new clients and increase
with a rate of 15K per period after the 11-th period.
Comparing AP-atoms(35) and AP-atoms(75), we see that
a large threshold helps accommodate new clients without
incurring a significant number of new AP-atoms. This is
because most clients have a single mode, which can be
easily accommodated with other clients when the thresh-
old is large. When the last period ends, we obtain 895K
AP-atoms(35), 563K AP-atoms(50) and 322K AP-atoms(75),
which are 1.51×, 0.95×, and 0.54× the 592K number of BGP
prefixes. To cover the address space of BGP prefixes, we need
693K /20 IP blocks. Since geo-blocks generally have smaller
aggregation units than BGP prefixes, we need more geo-blocks
to cover the entire address space.

It is noticeable that even when there are more than 100K
new clients appearing in the second period, the number of
AP-atoms(75) in the second period is still less than that in the
first one. The decrement is caused by the correction of latency
patterns. From the first to the second period, clients identified
to have non-overlapping and overlapping modes in the first
period are corrected to have a single mode in the second one.
Under a large threshold, these clients changing to have a single
mode can be clustered with other cilents, causing the total
number of AP-atoms(75) to decrease. The latency patterns of
such clients also change when the threholds are equal to 35 ms
and 50 ms, but as AP-atoms(35) and AP-atoms(50) are more
sensitive to new clients, the total still increases.

2) Scaling of AP-Atoms Over the Number of Servers:
To be server-independent, AP-atoms are obtained by merging
the AP-atom candidates of each server. We want to know the
scaling of AP-atoms over the number of servers. Figure 9(c)
shows the number of AP-atoms under different numbers of
servers. As the number of servers increases, the number of
clients accommodated into AP-atoms increases sharply (not
shown here). At 8 servers, about 98% of clients have been
accomondated into AP-atoms, but this does not slow down
the linear increment of AP-atoms from server 9 to 10. The
key reason for the increment is because AP-atom candidates
of each server are obtained separately without considering
others. More specifically, AP-atom candidates of a server are
generated by the optimal prefix splitting based on the set
of clients to the server, while servers have different sets of
clients, which results in different sets of AP-atom candidates.
An optimization across servers would further decrease the
number of AP-atoms, which is a subject of our future research.

For small-scale CDNs with servers in 30 to 40 locations [1],
the scaling of AP-atoms is not a concern. Even when the
AP-atom candidates of all servers are used, based on the trend
of AP-atoms(75) in Figure 9(c), the number of AP-atoms is
approximately 470K for 40 servers, which is 0.8× the number
of BGP prefixes. For large-scale CDNs with more than 1K
locations of servers [12], [23], we can select servers whose
views of AP-atom candidates differ significantly and only
merge AP-atom candidates of these servers.

3) Distribution of Prefix Sizes: We have compared
AP-atoms with existing aggregation methods in terms of the
total number of aggregations needed to cover the Internet
address space, but the total number cannot tell us the reasons
for the scale of aggregation units. We look at the distribution
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Fig. 9. Scalability of AP-atoms. (a) Scaling over time. (b) New clients over time. (c) Scaling over servers. (d) Prefix size distribution.

Fig. 10. Server-independence. (a) Accommodation of clients. (b) Disp. of aggr. units in the future. (c) Disp. of clients in the future.

of prefix sizes to understand the advantages of AP-atoms over
existing aggregations. Figure 9(d) shows the distributions of
prefix sizes of BGP prefixes and the three sets of AP-atoms,
where the 1.6% of BGP prefixes smaller than /24 are not
counted for the distribution. Since the IP2Location LITE
database does not include the entire Internet address space,
geo-blocks are not compared here. The largest prefix size of
BGP prefixes is /8, while as AP-atoms are split from /16 top
prefixes, AP-atoms have the largest prefix size equal to /16.

The three sets of AP-atoms include about 43K /16s, which
are the 97% of all /16s we use to cover the entire address
space. Large prefixes, due to covering large address space,
are preferred to minimize the number of aggregation units.
For each prefix size smaller than /16, AP-atoms(75) use a
smaller number of prefixes than BGP prefixes and thus have
a total number that is half the number of BGP prefixes.
AP-atoms(50) have almost equal number of prefixes as BGP
prefixes for each prefix size and thus have the same scale as
BGP prefixes, while AP-atoms(75) include higher numbers of
/23s and /24s than BGP prefixes. From the figure, we can
see that the different scales of AP-atoms are mainly due to
using different numbers of /23s and /24s. In other words,
top prefixes generally must be split into small prefixes under
a small threshold. It is interesting to note that only 5% of
AP-atoms(50)’s /24 aggregation units prefixes are also BGP
/24 prefixes. The /24 aggregation units in AP-atoms(50) are
constructed based on path performance whereas /24 BGP
prefixes reflect commercial organizational decisions that do
not necessarily reflect different network performances.

B. Server-Independence

To be server-independent, an aggregation unit must have
small dispersion to all servers, i.e., the maximum dispersion
of the aggregation unit to all servers must be small. We have
presented the maximum dispersion of existing aggregations
in Section II-A and use the best existing aggregation to
compare against AP-atoms. We first check if clients in the
past and current periods have been properly accommodated in
AP-atoms and then look at the performance of AP-atoms to
deal with clients in future periods.

1) Capability of Accommondating Clients: AP-atoms
accommodate clients based on the latency patterns of clients
in the past periods. If clients are properly accommodated in
AP-atoms, we would expect the maximum dispersion of the
clients calculated using the latencies in the past periods to
be small. We use the AP-atoms in the last period for the
experiments. Since the maximum dispersion of /20 IP blocks
is the smallest among existing aggregations (Figure 3(b)),
we compare the three sets of AP-atoms with /20 IP blocks.
Figure 10(a) shows the maximum dispersion of clients calcu-
lated using latencies from the first to the 15hbox-th period.
Compared to /20 IP blocks that have 17% of clients with
maximum dispersion larger than 50 ms, AP-atoms(35) only
have 1.5% of clients with the maximum dispersion larger than
50 ms. This implies that AP-atoms(35) properly accommodate
clients in terms of latency. The main reason for AP-atoms(35)
not able to control the dispersion of all clients less than 50 ms
is because the threshold is 35 ms, which allows clients in
the same AP-atom to have the maximum dispersion up to
70 ms. As the threshold increases to 75 ms, 12% of clients
have maximum dispersion larger than 50 ms.

2) Dispersion and Latency Prediction: At the end of each
period, we update AP-atoms and use them for the next period.
AP-atoms used in the (n+1)-st period are AP-atoms updated
when the n-th period ends. From Figure 9(b), we can see
that the number of new clients starts to slow down from
the 10-th period. We consider the 10-th period as the time
that AP-atoms have accumulated sufficient clients. From the
10-th to the 15-th period, we use AP-atoms in the n-th period
as the aggregation units in the (n + 1)-st period and cal-
culate the dispersion of clients in the (n + 1)-st period.
Given a server, the dispersion of a client to the server is
the maximum dispersion of the client over all periods to
the server. Using the dispersion of a client to each server,
we obtain the maximum dispersion of the client to all
servers.

Figure 10(b) shows the distribution of the maximum disper-
sion of aggregation units. Because the maximum dispersion of
aggregation units in BGP prefixes is the smallest among exist-
ing aggregations (Figure 3(a)), we compare AP-atoms with
BGP prefixes. While BGP prefixes have 26% of aggregation
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units with dispersion larger than 50 ms, AP-atoms(35) can
reduce such aggregation units to 4%. The aggregation units
with zero dispersion are mainly /24s. It is interesting to note
that the percentage of /24s in AP-atoms(75) is 12% less than
that in BGP prefixes, but in Figure 10(b), the percentage of
aggregation units with zero dispersion in AP-atoms(75) is
higher than that in BGP prefixes. This is because /24s in
AP-atoms are identified by their traffic in the past and clients
with past history of traffic to a service provider are generally
more likely to have traffic to the service provider in the future.
Thus, /24s in AP-atoms(75) are more likely to have traffic than
the /24s in BGP prefixes.

Figure 10(c) shows the distribution of the maximum dis-
persion of clients, where /20 IP blocks are compared with
AP-atoms. About 13% of clients in /20 IP blocks have
dispersion larger than 50 ms. Even with a scale of aggregation
units that is 0.46× the number of /20 IP blocks, AP-atoms(75)
can reduce this number to 10%. With a scale that is 1.3× the
number of /20 IP blocks, AP-atoms(35) reduces this number
to 3.5%.

C. Tradeoff Between Tolerance and Responsiveness

Clients could have high-variation latencies to a server
if their paths are greatly inflated due to network events,
e.g., queuing and route changes. Our latency identification
algorithm can tolerate a certain level of inflation and still
accurately identify the underlying latency pattern. A larger
set of measurements is always preferred for latency identifica-
tion, but collecting measurements takes time, influencing the
responsiveness of AP-atoms to network changes. We want to
study the tradeoff between tolerance and responsiveness.

To test our algorithm, we create synthetic latency samples
with different levels of inflations, controlled by the probability
of latency samples being inflated (denoted as r). Suppose
the base latency without inflation is denoted as l. In our
experiments, each sample is chosen to be inflated with a
probability of r. If a sample is inflated, we first determine the
inflation that is uniformly distributed between 0 and l,11 and
then add the inflation to the base latency; otherwise, the sample
is equal to the base latency. We continue generating new
samples until the desired number of samples (denoted as n)
is reached. We then apply our algorithm on these samples
to identify the base latency. If a single latency is found in
these samples, we consider that our algorithm succeeds in
identifying the base latency and calculate the identification
error (i.e., the difference between the identified base latency
and the actual base latency).

In our experiments, we set the base latency to 100 ms such
that the maximum inflation is 100 ms, large enough to simulate
variable network conditions. To avoid randomness, we repeat
the same experiment 1000 times and use the average results.
Figure 11 shows the average success and error ratios under
different r’s and n’s, where the success ratio is the percentage
of repeated experiments in which our algorithm succeeds in
identifying the base latency and the error ratio is the ratio
of the identification error to the base latency. Figure 11(a)

11We use a simple uniform distribution to model latency inflation. The
maximum inflation is set to l, proportional to the base latency, as a path with
larger latency is likely to traverse more links and experience larger inflation.

Fig. 11. Tolerance to latency inflation. (a) Error ratio. (b) Success ratio.

shows that the identified base latency is accurate with an
error less than 5% for all r’s, but the cost of having accurate
identification is that the success ratio is relatively low when
the number of samples is small. Using a larger number of
samples can improve the success ratio to near 100% when
r = 0.1 or 0.2, but this fails when r increases to 0.4. This
implies that the limit to the tolerance of our algorithm to
latency inflation is reached when 30% of samples are inflated
50 ms on average.

The success ratio determines the percentage of clients whose
latencies can be identified. A better tolerance to inflation
leads to a higher success ratio. We want a better tolerance
in order to have more clients with identifiable latencies. How-
ever, collecting a larger number of measurements generally
takes a longer time, resulting in slow response to network
changes. Considering both tolerance and responsiveness, using
12 samples for latency identification is a reasonable choice.12

When no base latency is identified at 12 samples, we can
either consider the clients have multiple latencies and regroup
them or wait for more samples to be collected. The actual
time taken to collect 12 samples depends on the traffic rates of
clients. We can complement passive measurements with active
probes to improve the responsiveness to network changes.

Compared to AP-atoms, other aggregation methods are not
adaptive to network changes. Geolocations and LDNSs of
clients are static. Although BGP prefixes may be changed,
as BGP prefixes are designed for Internet routing, changing
BGP prefixes would cause many BGP issues like convergence
and incur communication overheads. As found in [25], except
for new networks, most new BGP prefixes are due to BGP
misconfigurations. Moreover, BGP prefixes are managed by
tens of thousands of service providers separately. Cooperation
from these service providers is needed to change BGP prefixes.

V. RELATED WORK

In Internet mapping, clients are aggregated to aggregation
units for scalable management of the Internet. Choosing
the proper level of aggregation is a complex and cru-
cial problem [3]. Exisiting aggregations generally aggregate
clients based on several attributes: (1) geographic locations,
(2) topological proximity, (3) LDNSs, or (4) fixed-size pre-
fixes. In geoclustering, clients with geographic proximity are
aggregated into geoclusters [29]. By considering BGP prefixes
as a natural group of Internet clients, geoclusters are obtained
by splitting BGP prefixes into smaller prefixes until clients
in prefixes have consensus on their geographic locations.
Aggregating clients by topological proximity can be conducted

12In previous experiments, we divide time into fixed-length periods and use
measurements from the same periods for comparison purpose.
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at the prefix level or router level. Clients in the same BGP
prefix largely have identical Internet routing. In anycast CDNs,
clients are in the same BGP prefix are redirected to the same
server and the nearest server is the one with the shortest BGP
routing path to clients [22]. In iPlane, clients are aggregated
into BGP prefixes to construct a topological map for the
Internet [16]. Moreover, in latency-based client redirection,
the latency from the representitive client in a BGP prefix to a
server is used as the latency from all clients in the prefix to the
server [26]. The geographic locality of BGP prefixes has also
been studied [24]. Recently, Lee and Spring [31] developed a
method to aggregate /24s based on the last-hop routers or non-
hierarchical relationships. However, since the method relies on
topology discovery, which makes the aggregates hard to cover
the entire Internet address space.

Aggregating clients by LDNSs is widely used in DNS-based
CDNs [11], [26], where clients using the same LDNS are
redirected to the same server. As the DNS infrastructure
evolves, the number of clients using remote DNS services
grows, causing the mismatch problem between clients and
LDNSs [8], [20]. To solve this problem, end-user mapping
directly uses the subnets of clients included in the EDNS
queries to locate clients on the Internet [12]. However,
end-user mapping requires the mapping system estimate the
performance from servers directly to client aggregations [11].
Thus, a proper aggregation is crucial to both the scalability and
accuracy of the mapping system. Using a heuristic method,
Chen et al. [12] suggested that /20 IP blocks are a good
tradeoff between scalability and accuracy.

Our work is also related to those studying whether /24s
are a good aggregation unit. Gharaibeh et al. [21] studied the
similarity between individual addresses in /24 prefixes in terms
of geographic co-locality. Lee and Spring [31] studied the
similarity between individual addresses in /24 prefixes in terms
of topological proximity. Both works confirm that /24 prefixes
are not necessarily the smallest aggregation units.

VI. CONCLUSION

In this paper, we presented a comparative study of existing
client aggregation methods and found that even for the best
existing client aggregation, a significant portion (17%) of
clients are far away from other clients in the same aggregation
unit in terms of latency. We analyzed the causes for the
widely dispersed clients and found the main cause to be
that existing methods aggregate clients based on attributes
other than path performance. To address this, we proposed
a data-driven aggregation called AP-atoms, which group
clients based on their path performance. The data-driven
property enables AP-atoms to dynamically adapt to network
changes. We studied the scalability of AP-atoms and compared
AP-atoms against existing aggregation methods. Our results
showed that AP-atoms can flexibly trade off scalability and
accuracy. Using the same scale of aggregation as existing
methods, AP-atoms can reduce widely dispersed clients by 2×
and reduce the 98-th percentile difference in clients’ latencies
by almost 100ms.

For future work, we want to further improve the scalability
of AP-atoms and use AP-atoms for performance prediction,
which could significantly reduce active measurement loads and
enable intelligent mechanism to detect network congestions.

Fig. 12. Data density.

APPENDIX A
DATA DESCRIPTION

Our dataset is provided by a commercial global load balanc-
ing service provider, collecting over 1 billion measurements
per day as part of their normal operations. Each time when a
client browses an instrumented web hosted by a participating
provider, a Javascript script is downloaded and executed to
download test objects. The test objects are small enough to fit
into a single TCP packet. The time to first byte is recorded as
the latency to the participating provider. This project is called
Radar and is described in detail in [7]. Measurements are
conducted when the browser is idle such that user experience is
not affected. Since each visit to the web pages will trigger only
a few measurements, the measurements from single clients
are sparse over time. Our dataset includes measurements
from both wireless (Wi-Fi only) and wired networks, where
the percentage of measurements from wireless networks is
12.8%. Since measurements in our dataset are triggered by
user activities, our dataset resembles passive measurements
that global load balancers would obtain from user traffic. The
anonymization of addresses in our dataset does not limit the
use of our dataset as explained in Section III-A1.

Our dataset covers 240 countries (280 in total) listed in ISO
3166 and 34% of Autonomous Systems (ASs) in CAIDA’s
database [5], including all Tier-1 ASs, with 36% of the
remainder being Tier-2 ASs (directly connected to Tier-1 ASs).
Clients in the data come from 4.2M /24s and have traffic with
160 service provider sites. However, most providers do not
have enough traffic with clients for analysis purposes. We only
use the top 10 servers having the most traffic with clients in our
experiments. Figure 12 shows the distribution of the number
of RTT samples between clients and servers in period lengths
of 1 to 8 days. The measurements of individual addresses in
the same /24 block are aggregated and are considered from
the same single client. In 1-day periods, 38% of clients only
have one sample. As the period length increases, the number of
RTT samples from clients increases. Due to the sparsity of our
dataset, we use 2-day periods for latency pattern identification
in our experimentrs. We also include only clients with at least
5 measurements in a 2-day period.

APPENDIX B
PROOF OF THEOREM 1

Without loss of generality, we assume dx < dy . When
the optimal solution is reached, for any i ∈ {1, . . . , m},
we must have dx ≤ zi ≤ dy . For zi’s less than dx or larger
than dy , we can always get a smaller cost by setting these
zi’s to dx or dy whichever is closer in distance. Similarly,
when the optimal solution is reached, for ri’s in the same
segment, we must not have oscilating Δi’s, e.g., Δi >
Δi−1 and Δi > Δi+1. For such Δi’s, a smaller cost can
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be achieved by setting Δi = (Δi−1 + Δi+1)/2. Thus, for
all ri’s in the same segment, we have a monotonic sequence
of Δi’s. Without loss of generality, assuming that the sequence
of Δi’s in the same segment is non-decreasing, we have
|zi−zi−1| = |Δi−Δi−1| = Δi−Δi−1. By denoting dy−dx as
Δd and zi − zi−1 as Δzi, we can rewrite the cost function as

f =
m∑

i=1

Δ2
i +λ

⎛

⎝Δd−Δ1−ΔN(s1)+1 +
m∑

i=N(s1)+2

|Δzi|
⎞

⎠.

When f is minimized, we have that for each ri where
i ∈ {2, . . . , N(s1)}, ∂f/∂Δi = 2Δi = 0. However, since the
sequence of Δi is non-decreasing, we have that f is minimized
when Δi = Δ1 for i ∈ {2, . . . , N(s1)}. This implies that the
cost is minimized when all ri’s in the same segment have
the same change. Let Δsi be the change of RTTs on the
i-th segment. We have

f =
k∑

i=1

N(si)Δ2
si

+ λ

(
(k − 1)Δd−

k∑

i=1

Δsi
−

k−1∑

i=2

Δsi

)
.

Taking the derivatives of f with respect to Δsi , we have
that the optimal solution is achieved when Δsi

= λ
2N(si)

for

i ∈ {1, k} and Δsi = λ
N(si)

for i ∈ {2, . . . , k − 1}. For
the similar reason as Δi’s, we must not have oscilating Δsi ’s
across segements, i.e., λ

N(si)
+ λ

N(sj)
≤ Δd is true for any

N(sj) and N(sj) when i �= j. We thus have λ ≤ Δd/2.
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